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Abstract

Pretrained contextual word representations based on trans-
former models have recently achieved state-of-the-art per-
formance on content scoring for educational data using a
similarity-based scoring approach with reference answers.
In this work, we demonstrate how similar models can be
adapted for content scoring using an instance-based approach
(Horbach and Zesch 2019), in which a model is learned
only from student responses (not reference answers). Our ap-
proach yields state-of-the-art performance on the ASAP-SAS
short answer scoring dataset.

Content scoring is the task of scoring the content of answers
to free-response questions in educational applications (also
known as short answer grading or scoring when responses
are short, e.g. sentence length) (Burrows, Gurevych, and
Stein 2015). Unlike systems for essay scoring, which tar-
get writing quality (e.g., ideas and elaboration, organization,
style, and writing conventions such as grammar and spelling
(Burstein, Tetreault, and Madnani 2013)), systems for con-
tent scoring focus on the accuracy of responses.

Two main approaches exist for content scoring:
similarity-based and instance-based (Horbach and Zesch
2019). Similarity-based approaches score content by
comparing individual responses with reference responses,
while instance-based approaches learn a model of the
characteristics of responses at different scores. Recent work
on neural methods for content scoring have shown strong
performance in both similarity-based (Kumar, Chakrabarti,
and Roy 2017) and instance-based (Riordan, Flor, and Pugh
2019) scoring scenarios.

Leveraging recent advances in pre-trained contextual
word representations, Sung, Dhamecha, and Mukhi (2019)
demonstrated state-of-the-art performance for similarity-
based content scoring. Since pretrained models such as
BERT are trained on tasks that use intra-sentence and neigh-
boring sentence information, they fit the similarity-based
scoring approach well.

In this work, we explore how to apply pretrained trans-
former models for instance-based content scoring. That is,
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we use whole responses as training data and fine-tune pre-
trained representations for response tokens on the content
score prediction task. Specifically, in this work, we demon-
strate that a BERT-based model can be adapted for instance-
based content scoring and examine its performance relative
to the state-of-the-art for instance-based content scoring.

Related Work
Sung et al. (2019) applied a pretrained BERT model to con-
tent scoring by formulating the scoring task as sentence pair
classification: given a student response and a reference an-
swer, predict the response’s classification (correct, incorrect,
contradictory). This setup mirrors work on natural language
inference and related tasks (Wang et al. 2018), where pre-
trained contextual word representations have demonstrated
state-of-the-art performance. By contrast, we formulate the
scoring task as a text regression task similar to sentiment
analysis: given a document (response), predict a (integer-
valued) score.

Recent work has demonstrated the effectiveness of simple
pooling mechanisms for neural models for text classification
(Shen et al. 2018; Adhikari et al. 2019) and content scoring
(Riordan, Flor, and Pugh 2019). Liu et al. (2019) showed
that transformer-based contextualizers like BERT perform
better using a scalar mix of different layers, motivating our
approach.

Dataset
The Automated Student Assessment Prize Short Answer
Scoring (ASAP-SAS) dataset is one of only a few pub-
lic benchmark short answer scoring datasets. The dataset is
made up of 10 questions on academic subjects including sci-
ence, biology, and English Language Arts. Each question
was administered to United States high school students as
part of state-level assessments. All responses were scored
by two human scorers using scales of 0-2 or 0-3 depending
on the question (Shermis 2015). We used the official training
and test data.1 Table 1 provides the mean number of words
per prompt for the training and test sets.

1https://www.kaggle.com/c/asap-sas. The official
test set is public leaderboard rel 2.tsv.



1 2 3 4 5 6 7 8 9 10 Mean
QWK

MeanFisher
QWK

Mean
MSE

Words (train) 52.50 66.86 54.58 47.07 29.19 27.07 47.26 62.06 56.04 48.42
Words (test) 54.32 67.37 55.37 47.48 29.24 28.73 48.00 61.62 55.68 46.77

RNN-based .8301 .7913 .6620 .7310 .8441 .8610 .7362 .6641 .8087 .7766 .7705 .7788 .2200
BERT-based .8533 .8430 .6988 .6134 .8232 .8464 .7577 .6742 .8518 .7795 .7741 .7858 .2055

Table 1: Numbers of words per response in the train and test sets, and per-prompt quadratic weighted kappa (QWK) and mean
results on the official test set.

Pooling Method Moving
average BERT Layers Mean MSE

Mean
+ Top 0.2109

Mix 0.2152

- Top 0.2153
Mix 0.2162

Max
+ Top 0.2191

Mix 0.2177

- Top 0.2138
Mix 0.2132

‘CLS’
+ Top 0.2228

Mix 0.2239

- Top 0.2248
Mix 0.2267

Table 2: BERT-based model performance on validation set.

Method
Network architecture
BERT is a 12-layer bidirectional transformer model trained
on the tasks of masked token prediction and next sentence
prediction across very large corpora. During training, a spe-
cial token ‘[CLS]’ is added to the beginning of each input se-
quence. To make predictions, the learned representation for
this token is processed by an additional layer with nonlinear
activation. To use the pretrained model in downstream tasks,
the model is ‘fine-tuned’ by training the model weights di-
rectly on the task of interest, making predictions via the
‘[CLS]’ token.

For instance-based content-scoring, we (1) adapt the pool-
ing mechanism across token representations and (2) use rep-
resentations from all model layers for prediction.

First, instead of using the trained ‘[CLS]’ token and its
subsequent pooling layer, we explore mean and max pooling
across both the ‘[CLS]’ token representation and the repre-
sentations of all wordpieces in the response. This approach
more directly uses information available across the response.
The result of the pooling layer is a single vector. Since we
target integer-valued content scoring, we add a feedforward
layer with sigmoid activation and scale scores to [0,1].

Second, we investigate scalar mixing across the layers of
the model. From the activations for each layer, a vector of
weights is learned corresponding to the contribution of each
layer. This weighted combination of layers is processed by
the pooling mechanism.

Data preparation and model training
Prior to training, the text was spell-corrected with a high-
performing system similar to Flor (2012) and Flor and Fu-
tagi (2012). All scores of responses were scaled to [0, 1], and
these scaled scores were used as input to the networks. For
evaluation, the scaled scores were converted back to their
original range (Taghipour and Ng 2016). Networks were
trained with a mean squared error loss.

We trained models with 5-fold cross validation with
train/validation/test splits. We split the official ASAP-SAS
training data into 5 folds of 80% train and 20% validation.
For hyperparameter tuning, we evaluated performance only
on the validation sets and recorded the best performance
across epochs. For training final models after hyperparame-
ter tuning, we combined the training and validation sets and
stopped training at the average best epoch across validation
folds rounded to the nearest epoch (cf. Johnson & Zhang
(2017)).

For all experiments, we used a batch size of 16 and tuned
the learning rate in {2e-5, 3e-5, 5e-5}. The best results were
obtained with a learning rate of 5e-5. We also applied an
exponential moving average across model parameters, using
a decay rate of 0.999 to match the setting used for the RNN-
based model (Riordan, Flor, and Pugh 2019).

Results and Discussion
We report model performance on each prompt with
quadratic weighted kappa (QWK). To summarize perfor-
mance across prompts, we report mean QWK, Fisher-
weighted mean QWK (the official metric of the ASAP-SAS
competition), and mean MSE.

The mean MSE of model variants on the validation set
is shown in Table 3. The mean and max pooling mecha-
nisms produce much lower MSE than the standard BERT
pooling mechanism. Taking the scalar mix of layers resulted
in mixed performance, yielding lower mean squared error
values for max pooling but higher values for mean pooling
and standard BERT pooling. Taking the moving average of
weights across epochs was often helpful, and contributed to
the best configuration. We used mean pooling, only the top
layer, and a moving average of the weights for training final
models on the test set.

Table 1 shows the per-prompt performance and mean per-
formance across prompts on the test set for both the BERT-
based system and the state-of-the-art RNN-based system
from Riordan, Flor, & Pugh (2019). The fine-tuned BERT-
based system surpasses the state-of-the-art RNN model on



1 2 3 4 5 6 7 8 9 10 Mean
QWK

MeanFisher
QWK

Mean
MSE

RNN-based .8379 .7452 .6681 .6754 .7856 .8392 .7486 .6740 .7766 .7535 .7504 .7568 .2263
BERT-based .8594 .7785 .7075 .6520 .8136 .8457 .7763 .6869 .7945 .7663 .7681 .7757 .2109

Table 3: Per-prompt mean QWK across cross-validation fold dev sets.

the QWK metrics. While the two systems’ performance is
similar on most prompts, there are significant differences
(prompts 2, 4, and 9). While investigating the robustness of
these differences is the subject of ongoing work, we conjec-
ture that the differences are largely due to suboptimal selec-
tion of test epoch on which to measure performance (based
on the average best epoch from cross-validation on the train-
ing set). Indeed, when considering the mean performance
per prompt across validation sets from cross-validation folds
(Table 3), the difference in performance between the model
types becomes clearer: the BERT-based model’s perfor-
mance is overall stronger.

In this work, we explored how pretrained transformer
models can be successfully adapted to instance-based con-
tent scoring. We achieved a new state-of-the-art human-
machine agreement score on the ASAP-SAS dataset. We in-
vestigated simple pooling mechanisms, scalar mixing of lay-
ers, and moving averages of model weights during the fine-
tuning process. Future work will analyze the representations
of pretrained transformer models for their contributions to
scoring performance.
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