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## Abstract

In this work we design a new technique for generating synthetic iris images and demonstrate its potential for presentation attack detection (PAD). The proposed technique utilizes the generative capability of a Relativistic Average Standard Generative Adversarial Network (RaSGAN) to synthesize high quality images of the iris. Unlike traditional GANs, RaSGAN enhances the generative power of the network by introducing a “relativistic” discriminator (and generator), which aims to maximize the probability that the real input data is more realistic than the synthetic data (and vice-versa, respectively). The resultant generated images are observed to be very similar to real iris images. Furthermore, we demonstrate the viability of using these synthetic images to train a PAD system that can generalize well to “unseen” attacks, i.e., the PAD system is able to detect attacks that were not used during the training phase.

## 1. Introduction

The iris is the annular region of the eye surrounding the pupil. The rich texture of the iris, which is better discernible in the near-infrared spectrum, has been used as a biometric cue [6] in many recognition systems [14]. This has led to an increased interest in the texture and morphology of the iris. Consequently, researchers have strived to model the pattern of the iris. In this regard, a number of methods to generate synthetic digital irides have been developed. Cui et al. [4] used principal component analysis to select appropriate feature vector coefficients from real images, which were then used to generate synthetic irides. The quality of the generated data was improved using super-resolution. Zuo et al. [35] developed a model based on the morphology of the iris. Noise and light reflection were also added to the model to create more realistic looking samples. Shah and Ross [26] used Markov Random Field to model the stromal texture of the iris [22] and then added anatomical entities such as collarette, crypts, radial and concentric furrows. In [31], Venugopalan and Savvides generated synthetic iris images from IrisCodes. Other methods have also been proposed in the literature to generate good quality synthetic iris images [32, 9]. While these methods successfully generate digital iris images, they are still unable to truly model the distribution of real iris images [18].

Recent advancements in deep learning techniques based on neural networks such as Convolutional Autoencoders (CAEs) [30, 28] and Generative Adversarial Networks (GANs) [11, 19] have paved the way for generating synthetic data, including iris, that look very realistic. Kohli et al. [18] proposed a deep learning based approach to synthesize iris images using a Deep Convolutional Generative Adversarial Network (iDCGAN). They used the inception score [25] and statistical characteristics of real iris images to define the realism of the generated data. Generated samples were shown to capture the texture distribution of a real iris image. However, unrealistic distortions and noise were observable near eyelids and lashes.

In this paper, we propose using Relativistic Average Standard Generative Adversarial Network (RaSGAN) [15] with Frechet Inception Distance (FID) [13] to synthesize good quality iris images. The traditional GANs such as Standard GAN (SGAN) [11] and iDCGAN consist of two
critical modules - a generator that aims to increase the probability that the synthetic data is classified as real and a discriminator that aims to distinguish between real and synthetic data. Unlike iDCGAN, RaSGAN trains a generator that aims to maximize the probability that a randomly sampled set of synthetic samples are more realistic than a given set of real samples. In [15], Martineau showed that this property can be implemented in a Standard GAN using a “relativistic discriminator” that competes with the generator to maximize the probability that the real data is more realistic than the synthetic data. The author studied different cost functions and compared the quality of the generated samples using the FID score. He reported that RaSGAN obtained much lower (better) FID score on the CIFAR-10 dataset than SGAN, Least Squares GAN (LSGAN) [23] and Wasserstien GAN (WGAN) [1]. It was also observed that RaSGAN produces good quality images using fewer number of iterations even when other networks were not able to converge (especially for high resolution images).

In addition to synthesizing iris images using RaSGAN, we propose to utilize the synthetic data to improve the generalization capability of existing presentation attack detection (PAD) algorithms. Over the years, researchers have studied different kinds of presentation attacks (i.e., PAs) on iris recognition systems (such as the use of cosmetic contact lenses [33, 16] and printed eye images [12]) and have proposed methods to alleviate this vulnerability [17, 3, 5]. However, current PAD algorithms are not well designed to handle the problem of unseen attacks, i.e., using PAs that were not observed during the training stage of the algorithm. We demonstrate how synthetic iris images can be used to address this lapse.

The major contributions of this paper are summarized here:

- We use RaSGAN with FID score to generate synthetic iris images that can effectively model the distribution of real iris images.
- We investigate if state-of-the-art iris PAD algorithms can distinguish bonafide iris images as well as presentation attack images (e.g., cosmetic contact lens, printed iris and artificial eye images) from the gener-
ated synthetic images.

- We demonstrate the usefulness of the generated synthetic images for unseen presentation attack detection.

The rest of the paper is organized as follows. Section 2 introduces GANs. Section 3 discusses the principle behind RaSGAN and describes the specific method and architecture used to generate synthetic iris images. Section 4 introduces the datasets used in this work. Section 6 describes the experiments that were conducted and the results that were obtained. Section 7 summarizes the findings of this work.

2. Generative Adversarial Networks

Generative Adversarial Networks (GANs) [11] are neural networks that consist of two different components: a generator (G) that learns how to synthesize the data (e.g., images), and a discriminator (D) that aims to discriminate between real data and the synthesized data. These two networks are alternatively updated against each other in a min-max game. The overall objective function of SGAN is obtained.

\[
\begin{align*}
\max_D F(D) &= \mathbb{E}_{x \sim P_{data}}[\log(D(x))] \\
&\quad + \mathbb{E}_{z \sim P_z}[\log(1 - D(G(z)))] ;
\end{align*}
\]

where, \(x\) represents the real data, \(z\) refers to a noisy input for \(G\), \(D(x) = S(N(x))\) and \(N(x)\) is the non-transformed output of the discriminator. Here, \(S\) represents the standard logistic function that is used to classify sample \(x\) as real or synthetic. In SGAN, a negative value of \(N(x)\) indicates that \(x\) is synthetic data while a positive value indicates that it is real data.

The generator, \(G\), aims to generate images that maximize the value of \(D(x)\) and this is achieved by minimizing \(F\) as,

\[
\min_G F(G) = \mathbb{E}_{z \sim P_z}[\log(1 - D(G(z)))] .
\]

Therefore, in this min-max game between the discriminator and generator, the overall objective function of SGAN is defined as,

\[
\begin{align*}
\min_G \max_D F(D, G) &= \mathbb{E}_{x \sim P_{data}}[\log(D(x))] \\
&\quad + \mathbb{E}_{z \sim P_z}[\log(1 - D(G(z)))] .
\end{align*}
\]

Figure 3: Details of the architecture of the RaSGAN used for generating synthetic iris images. In the discriminator, \((4 \times 4 \text{ conv}1-128, \text{ stride}=2)\) refers to a convolutional layer with kernel size \(4 \times 4\), stride of 2 and 128 output filter maps. Similarly, in the generator, \((4 \times 4 \text{ convTrans}1-4096, \text{ stride}=1)\) describes a transposed convolutional layer with kernel size \(4 \times 4\), stride of 1 and 4096 number of output filter maps.

3. Relativistic Average Standard Generative Adversarial Network (RaSGAN) for Synthetic Iris Generation

The discriminator in traditional GANs such as SGAN and DCGAN aims to maximize its capability to differentiate between real and synthesized samples. Such GANs have been shown to perform well in generating low-resolution images [11]. However, it is more challenging to synthesize high-resolution images due to instability in training and optimization [15]. This makes it difficult for the generator to produce high-resolution natural images while requiring the discriminator to accurately distinguish these generated samples from real samples. High-resolution images often contain more intricate details of the object being modeled than low-resolution images. Therefore, to obtain good quality synthetic digital irides that can capture the fine textural details of irides, a GAN model that can process information from high-resolution samples is desired.

3.1. Relativistic Standard Generative Adversarial Network (RSGAN)

In [15], Martineau determined that the min-max game of the SGAN does not always generate good quality data, especially for high-resolution inputs. Therefore, to enhance the generative power of GAN, he introduced the relativistic-
tic discriminator, $D_R$, that can be represented using non-transformed layers $N(x_r)$ and $N(x_s)$ as,

$$D_R(x) = S(N(x_r) - N(x_s)).$$ (4)

Here, $x_r$ and $x_s$ represent real and synthetic data, respectively. Also, $N(.)$ represents the output of the last convolutional layer before the standard logistic function, $S$, is applied to it. The relativistic discriminator, $D_R$, maximizes the probability that the given real iris image is more realistic than the synthetic data. Similarly, $D_R^{rev} = S(N(x_s) - N(x_r))$ maximizes the probability that the given synthetic iris image is more realistic than the real data itself. Using this information, the loss function for the discriminator $D_R$ and generator $G_R$ can be updated as,

$$F^{RSGAN}(D_R) = -E_{(x_r, x_s) \sim (\mathcal{P}_{data}, \mathcal{Q})}[\log(D_R(x))],$$ (5)

$$F^{RSGAN}(G_R) = -E_{(x_r, x_s) \sim (\mathcal{P}_{data}, \mathcal{Q})}[\log(D_R^{rev}(x))],$$ (6)

where, $Q$ represents the distribution of synthetic data $x_s$. This ensures that unlike SGAN, gradients of $D_R$ come from both real and synthetic data. This helps $G_R$ to generate more realistic looking iris images.

3.2. Relativistic Average Standard Generative Adversarial Network (RaSGAN)

As discussed in the previous section, the objective function of RSGAN compares a sample from the set of real images with some samples in $Q$. This might not be a very effective approach as the loss functions for both $D_R$ and $G_R$ depend directly on $x_r$ and $x_s$. Therefore, to make the relativistic discriminator and generator “more global” over the dataset, the discriminator’s loss function in Equation (5) is further updated to compare the input data (real/synthetic) with the average of samples from the opposite class (synthetic/real) [15]:

$$F^{RSGAN}(D) = -E_{x_r \sim \mathcal{P}_{data}}[\log(D(x_r))] - E_{x_s \sim \mathcal{Q}}[\log(1 - D(x_s))].$$ (7)

$$\hat{D} = \begin{cases} S(N(x) - E_{x_s \sim \mathcal{Q}}N(x_s)), & \text{if } x \in \mathcal{P} \\ S(N(x) - E_{x_r \sim \mathcal{P}}N(x_r)), & \text{if } x \in \mathcal{Q}. \end{cases}$$ (8)

Using the updated loss functions, the relativistic average discriminator, $\hat{D}$, and generator compete with each other to learn a realistic representation for iris images. To maintain the quality of the generated images, the Frechet Inception Distance (FID) [2] score is calculated at each training epoch. FID compares the distribution of the generated synthetic iris images with the real samples to compute a score that helps determine the quality of RaSGAN-based synthetic iris images (see Section 5).

3.3. Model Architecture and Implementation Details

The RaSGAN used to generate synthetic iris images in this work is trained on 2,778 bona fide samples from a publicly available dataset named Berc-iris-fake [20, 21].

The input to the discriminator are real iris images aligned using the center of the pupil-iris obtained using the VeriEye iris-segmenter, and center-cropped to size $256 \times 256$ (as shown in Figure 1). The RaSGAN model has been implemented in Python using PyTorch libraries where both the

1https://www.neurotechnology.com/verieye.html
2https://github.com/alexiajm/relativisticgan
generator and discriminator are built using convolutional neural networks. The generator consists of seven transposed convolutional layers with kernel size of 4×4, and a stride of 1 for the first convolutional layer and 2 for the remaining six layers. Each convolutional layer is followed by batch normalization and rectified linear units. The discriminator is built using seven convolutional layers with kernel size 4×4 and a stride of 2 for all layers except for the last convolution layer. Similar to the generator, each convolutional layer is accompanied by batch normalization and leaky rectified linear units (see Figure 3).

4. Datasets Used

In this paper, we utilized image samples from multiple iris datasets, viz., Berc-iris-fake [20, 21], Casia-iris-fake [29], LivDet2015 [34], NDCLD15 [7] and a self collected dataset named MSU-IrisPA-01, for training and testing under different experimental set-ups. Images in MSU-IrisPA-01 were collected using the IrisID 7000 scanner over multiple sessions. This dataset contains 1,343 bonafide samples, 1,938 printed iris images, 108 colored contact lens images, 352 artificial eyes and 125 Kindle replay-attack images. To the best of our knowledge, this is the first dataset that contains Kindle replay attacks. Replay attacks have been a topic of discussion in the biometric literature [24], but were less commonly used in the context of NIR based iris sensors. However, the E-ink display of some Kindle models reflects NIR illumination that can be imaged by iris sensors. The artificial eye images exhibit ten different colors pertaining to three different brands. Similarly, five different-colored contact lenses were used to collect images of cosmetic contact lenses. Printed iris images were acquired using six different laser printers on four kinds of paper (office glossy, office matt, professional glossy and professional matt). The print attacks are further categorized into two different types: printed iris and printed iris with pupil cut-out. Thus, this dataset exhibits diverse types of presentation attacks.

As mentioned earlier, RaSGAN is trained using 2,778 bonafide samples from the Berc-iris-fake dataset, while the generation capability of the trained network is tested using 6,277 bonafide samples from the Casia-iris-fake, LivDet2015, NDCLD15 and MSU-IrisPA-01 datasets. This generates 6,277 synthetic iris samples that are utilized in different experiments.

5. Evaluating Image Quality: Frechet Inception Distance (FID)

In [25], Salimans et al. proposed to use a pre-trained inception-V3 network to generate images and then compare the marginal label distribution with the conditional label distribution to generate the inception score. With respect to large KL-Divergence between the distributions, higher the inception score, the better the quality of the generated data. The inception score provides a good metric for evaluating image quality but it does not include statistics that compare real data against synthetic data.

Instead of analyzing synthetic iris images in isolation, the Frechet Inception Distance [13] compares the statistics of the generated synthetic samples against the real samples:

\[
FID = \|\mu_r - \mu_s\|^2 + \text{Tr}(\Sigma_r + \Sigma_s - 2\sqrt{\Sigma_r \Sigma_s}), \quad (9)
\]

where, \(\mu_r, \mu_s, \Sigma_r\) and \(\Sigma_s\) represent the statistics of the two distributions and \(\text{Tr}\) is the trace of the co-variance matrix \((\Sigma_r + \Sigma_s - 2\sqrt{\Sigma_r \Sigma_s})\).

Since FID is measured as the distance between the distributions of real and generated data, the lower the FID score, the higher the similarity between real and generated data. As described in [27], this score can be as high as 400-600 (or even more with respect to the deviation of generated data from the original distribution), but a score this high would indicate that the quality of the generated dataset is unacceptable. We evaluated the quality of synthetic iris samples generated using the trained \(G_R\) component of RaSGAN (Equation (9)) and obtained an overall score of 39.17 that is comparable to FID scores obtained in [8]. Hence, we conclude that the RaSGAN based synthetically generated iris samples closely resemble bonafide iris samples.
6. Analysis of RaSGAN-based Iris Images

The generated images are analyzed and evaluated for their usefulness as both bonafide images and presentation attack images, using state-of-the-art PAD algorithms, viz., DESIST [17], BSIF+SVM [7], Iris-TLPAD [3] and pre-trained VGG-16 [10]. Seven different experiments are conducted with 6,277 RaSGAN-based synthetically generated irides, 6,277 bonafide irides and 9,467 PA samples from Casia-iris-fake, NDCLD15, LivDet2015 and MSU-IrisPA-01 datasets. Further division of these datasets for training and testing the PAD algorithms is explained in the experimental protocols described below. In all cases, training and test sets were mutually disjoint.

6.1. Baseline on Current PAD Algorithms

**Experiment-0**: This experiment is used as a baseline to evaluate the performance of state-of-the-art PAD methods on traditional PAs such as cosmetic contact lenses, printed eyes, Kindle replay-attack and artificial eyes. The PAD algorithms are trained using 4,312 bonafide samples and 5,538 PA samples; the test set consists of 1,965 bonafide samples and 3,929 PA samples.

Results for this experiment are summarized in Table 1, where Iris-TLPAD achieves the best performance with an Equal Error Rate (EER) as low as 2.78% followed by BSIF and VGG-16 with 5.44% and 5.85%, respectively.

6.2. Synthetic Iris as Bonafide Sample

FID scores do not merely provide an estimate of the quality of the images, but also about the similarity between the distributions of the synthetic data and the real data. To further establish the “bonafide nature” of the generated synthetic images, we conducted two more experiments.

6.2.1 Experimental Protocol

The experiments below use the generated synthetic iris images as bonafide samples.

- **Experiment-1**: The PAD algorithms are trained using 4,312 bonafide and 5,538 PA samples including printed eye, cosmetic contact lens, artificial eye and Kindle images. The test set was created using 1,965 bonafide samples, 3,929 PA samples and 1,965 synthetically generated images (labeled as bonafide samples).

From Table 1, we observe that even in the presence of synthetic data (labeled as bonafide) during testing, the performance of PAD algorithms in Experiment-0 and Experiment-1 are comparable. There is an increase of only 1.98% in the EER of BSIF for Experiment-1. Congruent behavior is observed for other PAD algorithms implying that majority of RaSGAN based synthetic iris images are being classified as bonafide samples (see Figure 4 and 5).

6.2.2 Analysis

However, when PAD algorithms are trained using synthetic iris images (instead of bonafide images) in Experiment-2, an increase in EER is observed (see Table 2). But some of the PAD algorithms still achieve a competitive True Detection Rate (TDR) of 84.27% at 5% False Detection Rate (FDR). This signifies that even though the generated iris images closely resemble bonafide samples, there are some fundamental differences between the two sets of images. This suggests the possibility of exploiting the synthetic images in a different way to enhance PAD algorithms, as will be shown later.

6.3. Synthetic Iris as Presentation Attack Sample

The synthetically generated dataset can be exploited by an adversary to impersonate someone else’s identity. In the next two experiments, we study the impact of the synthetic data on PAD algorithms when used as a presentation attack.

6.3.1 Experimental Protocol

The experiments below use the generated synthetic iris images as presentation attack samples.
Table 3: Performance (in %) of PAD algorithms in Experiment-3 (top) and Experiment-4 (bottom) when RaSGAN-based synthetic iris images are used as presentation attack images.

<table>
<thead>
<tr>
<th>BSIF</th>
<th>VGG-16</th>
<th>DESIST</th>
<th>Iris-TLPAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER</td>
<td>16.03</td>
<td>10.25</td>
<td>10.37</td>
</tr>
<tr>
<td>TDR(1%)</td>
<td>52.06</td>
<td>75.77</td>
<td>83.87</td>
</tr>
<tr>
<td>TDR(5%)</td>
<td>74.96</td>
<td>85.14</td>
<td>86.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>BSIF</th>
<th>VGG-16</th>
<th>DESIST</th>
<th>Iris-TLPAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>EER</td>
<td>50.64</td>
<td>30.94</td>
<td>57.45</td>
</tr>
<tr>
<td>TDR(1%)</td>
<td>0.51</td>
<td>3.21</td>
<td>0.35</td>
</tr>
<tr>
<td>TDR(5%)</td>
<td>3.10</td>
<td>7.43</td>
<td>2.23</td>
</tr>
</tbody>
</table>

- **Experiment-3**: In this experiment, we analyzed the performance of the PAD algorithms when the synthetic iris data is used as a “known” presentation attack. So, PAD algorithms are trained using 4,312 bonafide and 4,312 synthetic samples while testing is done using 1,965 samples from each class. Unlike Experiment-1 and 2, here synthetic images are labeled as PA.

- **Experiment-4**: In this experiment, we analyzed the performance of the PAD methods when the generated iris data are used as “unseen” presentation attacks. Here, the PAD algorithms are trained using 4,312 bonafide and 4,312 PA samples while testing is done using 1,965 bonafide and 1,965 synthetic samples.

### 6.3.2 Analysis

Comparing the results of Experiment-0 and Experiment-3, we observe a considerable increase in EER when RaSGAN-based synthetic iris images are used as PAs (except for Iris-TLPAD). A decrease in TDR is observed for all PAD algorithms (except for DESIST) that confirms the viability of using RaSGAN generated synthetic images as presentation attack vectors on current state-of-the-art methods. Also, when RaSGAN based synthetic data is used only in the test set as an unseen attack (Experiment-4), a very significant drop in the performance of PAD algorithms is observed. For example, in Table 3 (bottom), EER values for BSIF and DESIST are more than 50% with TDR at an FDR of 5% as low as 3.10% and 2.23%, respectively. Similar observation can be made for other PAD algorithms.

### 6.4. Synthetic Iris for Unseen Presentation Attack Detection

Experimental results from the previous section shows that RaSGAN-based synthetic images can be used as effective PAs as they closely resemble the bonafide samples. Thus, if existing PAD algorithms are trained using synthetic images as PAs, it is possible that these algorithms can learn a better representation of bonafide samples. In this section, we explore the idea of using synthetically generated data for enhancing the ability of PAD methods to detect unseen PAs, i.e., those PA types that were not used during training.

### 6.4.1 Experimental Protocol

To examine the possibility of using synthetic iris images for unseen presentation attack detection, the type of presentation attacks on which the PAD algorithms are trained and tested are mutually exclusive of each other.

- **Experiment-5**: In this experiment, the PAD algorithms are trained on 4,312 bonafide iris images and 5,530 PA samples representing print-attack and artificial eyes, and testing is done on 1,965 bonafide iris images and 1,917 PA samples corresponding to cosmetic contact lens and Kindle images. This experiment evaluates the efficacy of current PAD algorithms on unseen presentation attacks.

- **Experiment-6**: In this experiment, unlike Experiment-5, training set consists of 4,312 bonafide iris images, the corresponding 4,312 synthetic images and 1,135 PA samples pertaining to print-attack and artificial eyes. The test set consists of 1,965 bonafide iris images and 1,917 PA samples pertaining to cosmetic contact lens and Kindle images. Here, we analyze the usefulness of synthetic iris images for unseen PA detection.

### 6.4.2 Analysis

As seen from the results in Table 4 and Figure 6, current state-of-the-art algorithms for presentation attack detection...
Figure 6: ROC curve illustrating the benefits of RaSGAN-based synthetic iris images for generalized unseen presentation attack detection.

are not well-equipped for handling unseen presentation attack with EER values in Experiment-5 as high as 28.57% and 25.18% for BSIF and Iris-TLPAD, respectively. On the other hand, EER reduces in Experiment-6 for most of the PAD algorithms when they are trained using synthetic images and a few PA samples (printed and artificial eyes). This indicates that RaSGAN-based synthetic iris images can be used by PAD algorithms to learn a better representation for bonafide iris images, which will help them detect unseen PA types.

7. Summary

In this work, we designed a new technique based on RaSGAN to generate synthetic irides. Results obtained in this paper suggest that there are multiple applications for synthetic iris images: (1) they can be used to imitate real iris images, which eliminates the hassle of large data collection, (2) they can efficiently model the bonafide samples (see Figure 4), making them potential presentation attack vectors, and (3) they can be used to train existing PAD algorithms for “unseen” presentation attack detection.

We plan to extend this work by judiciously using the RaSGAN-generated synthetic irides to train a new PAD algorithm that can better generalize over unseen attacks.
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