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Abstract—Underwater acoustic (UWA) networks are a key form of communications for human exploration and activities in the oceanographic space of the earth. A fundamental issue of UWA communications is large propagation delays due to water medium, which has posed a grand challenge in UWA network protocol design. Conventional wisdom of addressing this issue is to live with this disadvantage by inserting a guard interval to introduce immunity to propagation delays. Recent advances in interference alignment (IA) open up a new direction to address this issue and promise a great potential to improve network throughput by exploiting large propagation delays. In this paper, we investigate propagation delay based IA (PD-IA) for the signal traveling from the transmitter to the receiver. As an example, if the distance between a transmitter and a receiver is 1000 meters, then it takes about 666.7 milliseconds for the signal traveling from the transmitter to the receiver. As expected, the throughput under these approaches deteriorates rapidly when the propagation delays become more significant. In this paper, instead of considering large propagation delays as an adversary, we exploit propagation delays as an advantage to improve throughput in multi-hop UWA networks. More specifically, we propose a propagation-delays-based interference alignment (PD-IA) algorithm that exploits propagation delays as an enabling physical phenomenon to project interferences from different transmitters into the same time interval at each receiver. As a result, interferences at each receiver are projected into a squeezed subspace, leaving more time resource available for data transmissions. In what follows, we use a small example to illustrate the basic idea of PD-IA in UWA networks.

I. INTRODUCTION

The rapid growth of oceanographic data collection, remote sensing, and tactical communications has created a ravenous appetite for acoustic communications in underwater environment [1]. A fundamental issue in underwater acoustic (UWA) communications is large propagation delays that are caused by slow signal (sound) travel speed in water (~1500 m/s) [2]. As an example, if the distance between a transmitter and a receiver is 1000 meters, then it takes about 666.7 milliseconds for the signal traveling from the transmitter to the receiver. As expected, such large propagation delays pose a fundamental challenge in algorithm and protocol design for UWA networks.

To address this issue, research efforts have been spent to alleviate the ill effect of large propagation delays in UWA networks [3], [4], [5], [6], [7], [8], [9]. Conventional wisdom is to live with this disadvantage by inserting a guard interval to introduce immunity to propagation delays. In other words, these approaches accept the fundamental limitation of large propagation delays and try to develop the best possible protocols and algorithms that live with such limitation. As expected, the throughput under these approaches deteriorates rapidly when the propagation delays become more significant. In this paper, instead of considering large propagation delays as an adversary, we exploit propagation delays as an advantage to improve throughput in multi-hop UWA networks. More specifically, we propose a propagation-delays-based interference alignment (PD-IA) algorithm that exploits propagation delays as an enabling physical phenomenon to project interferences from different transmitters into the same time interval at each receiver. As a result, interferences at each receiver are projected into a squeezed subspace, leaving more time resource available for data transmissions. In what follows, we use a small example to illustrate the basic idea of PD-IA in UWA networks.

A. PD-IA: A Motivating Example

To see how PD-IA works in UWA networks with large propagation delays, let us consider a 4-link UWA network as shown in Fig. 1(a), where the solid arrow line represents data transmission and the dashed arrow line represents interference. The propagation delays between a transmitter and a receiver can be computed based on their distances (given in Fig. 1(a)) and the speed of sound in water (1500 m/s). We assume that at each transmitter, the data is transmitted in consecutive identical time slots. Each time slot consists of 15 orthogonal frequency division multiplexing (OFDM) symbols, each of which is of 85.5 millimeters time duration [10]. Then the normalized propagation delays (with respect to the OFDM symbol time duration) between transmitters and receivers can be computed, as listed in Table I.

Suppose that we schedule OFDM symbol payload at each transmitter as shown in Fig. 1(b), where the shadowed intervals represent payload while blank intervals represent idle time. Then for each receiver, it receives one desired symbol stream and three interfering symbol streams. Based on their respective propagation delays in Table I, the received desired and interfering symbol streams at each receiver are shown in Fig. 2. We can see that, thanks to the propagation delays, the desired symbol stream at each receiver is completely separated from the interfering streams in the temporal domain. For example, at receiver $R_1$ (see Fig. 2(a)), its desired payload symbols from transmitter $T_1$ are completely free of interference. On the other hand, its interfering payload symbols (payload symbols from transmitters $T_2$, $T_3$, and $T_4$) are overlapping with each other in the temporal domain. Similar separation of desired symbols and alignment of interfering symbols can be observed at receivers $R_2$, $R_3$, and $R_4$. 
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TABLE I: Propagation delays normalized with respect to a symbol duration.

<table>
<thead>
<tr>
<th>Signal path</th>
<th>Delay</th>
<th>Signal path</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1 \to R_1$</td>
<td>3.9</td>
<td>$T_1 \to R_2$</td>
<td>8.0</td>
</tr>
<tr>
<td>$T_2 \to R_1$</td>
<td>8.0</td>
<td>$T_2 \to R_2$</td>
<td>3.8</td>
</tr>
<tr>
<td>$T_3 \to R_1$</td>
<td>13.1</td>
<td>$T_3 \to R_2$</td>
<td>6.7</td>
</tr>
<tr>
<td>$T_4 \to R_1$</td>
<td>18.0</td>
<td>$T_4 \to R_2$</td>
<td>11.2</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Signal path</th>
<th>Delay</th>
<th>Signal path</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1 \to R_3$</td>
<td>13.1</td>
<td>$T_1 \to R_4$</td>
<td>18.0</td>
</tr>
<tr>
<td>$T_2 \to R_3$</td>
<td>6.7</td>
<td>$T_2 \to R_4$</td>
<td>11.2</td>
</tr>
<tr>
<td>$T_3 \to R_3$</td>
<td>3.9</td>
<td>$T_3 \to R_4$</td>
<td>6.4</td>
</tr>
<tr>
<td>$T_4 \to R_3$</td>
<td>6.4</td>
<td>$T_4 \to R_4$</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Quantitatively, we have a total of 21 payload symbols that are successfully transported in a time slot in this network. If there were no propagation delays, at most 15 payload symbols can be transported in a time slot since all links are in the same interference domain. Therefore, by using PD-IA, 6 more payload symbols can be transported over 15 symbol intervals, offering an increase of 40% in spectral efficiency. Note that we use the throughput of the zero-delay case as our performance benchmark because it represents a performance upper bound for the class of algorithms that fight with propagation delays (e.g., [4], [10]). Without PD-IA, such a throughput (15 payload symbols in this network) cannot be achieved in UWA networks due to the existence of propagation delays. So the throughput of the zero-delay case is an ideal performance benchmark for the class of algorithms that fight with propagation delays.

C. Main Contributions

We propose a TDMA-based frame structure for scheduling and data transmission in a multi-hop UWA network. Under this frame structure, we develop an analytical model for PD-IA in each time slot. Our model consists of a set of simple constraints to ensure that at each receiver: (i) its desired payload symbols are received free of interference; and (ii) the interfering payload symbols are allowed to overlap.

Based on this model, we study a throughput maximization problem in a multi-hop UWA network with a set of unicast sessions. Specifically, we develop a distributed PD-IA scheduling algorithm to maximize the minimum rate among all the sessions in the network. In essence, the PD-IA algorithm is an iterative greedy algorithm that strives to increase the minimum rate among all active links in each iteration. During each iteration, it carefully chooses a symbol interval for payload to make sure that the interference generated by this new payload symbol is maximally overlapped at its non-intended receivers.

To evaluate the performance of the distributed PD-IA algorithm, we first compare it with an idealized benchmark algorithm with zero propagation delays and perfect scheduling (similar to the comparison in the motivating example in Fig. 1). Our simulation results show that the distributed PD-IA algorithm can significantly outperform this idealized benchmark algorithm, indicating large propagation delays are not adversarial but beneficial for network throughput performance. Furthermore, we find that the performance gain becomes more significant as traffic volume in the network increases. We also compare the distributed PD-IA algorithm against a centralized solution with perfect PD-IA scheduling. Our simulation results show that the distributed PD-IA algorithm can achieve more than 80% optimal throughput obtained by the centralized solution when the number of sessions is small.
Fig. 2: Received signal and interference at each receiver.
number of sessions becomes large, the centralized solution is no longer computable (even on the supercomputer in our institution), while the distributed PD-IA algorithm can yield a competitive feasible solution very quickly.

D. Paper Organization

The remainder of this paper is organized as follows. In Section II, we present related work on PD-IA. In Section III, we develop a PD-IA model for UWA networks. In Section IV, we develop a distributed scheduling algorithm to leverage the benefits of PD-IA in a multi-hop UWA network. Section V presents our simulation results and Section VI concludes this paper.

II. RELATED WORK

In UWA networks, large propagation delays were considered a fundamental issue that adversely affects the network throughput performance. Research efforts have been spent to alleviate this ill effect in various ways. In [7], Molins et al. proposed an MAC protocol to address the large propagation delay problem in UWA networks. The protocol was based on slotted floor acquisition multiple access (S-FAMA) that combined both carrier sensing and a conversion between the sender and the sinker prior to data transmission. In [9], Peleato and Stojanovic developed a distance-aware channel access protocol based on RTS/CTS shaking. By taking into account propagation delays, their developed protocol was free of collision and thus outperformed CS-ALOHA and slotted FAMA. In [5], Kredo et al. proposed a staggered TDMA-based scheduling algorithm (called STUMP) for UWA networks, with the objective of increasing channel utilization by taking into account propagation delays. They showed that their scheduling algorithm was superior to the conventional TDMA-based scheduling in terms of throughput. In [3], Guo et al. proposed a RTS/CTS-based protocol for the networks with large propagation delays. With the information of propagation delays, the protocol enabled simultaneous data transmissions among the nodes while avoiding collision. In [8], Noh et al. proposed the DOTS protocol, in which the node uses neighbors’ propagation delay map and the expected transmission schedules to increase the chances of concurrent transmissions while reducing the likelihood of collisions. In [4], Han et al. proposed a multi-session floor acquisition multiple access (M-FAMA) algorithm based on the RTS/CTS/ACK shaking mechanism. This protocol enabled the senders to initiate multiple concurrent sessions while avoiding collisions by utilizing their neighbors’ transmission schedules and propagation delays. Although all these efforts [3], [4], [5], [7], [8], [9] considered propagation delays in the design of their algorithms, none of them offered a systematic and disciplined approach to fully exploit propagation delays for throughput maximization.

PD-IA is an effective technique that leverages propagation delays to our advantage for throughput maximization. The concept of IA was coined by Jafar and Shamai for the two-user X channel [15] and its huge potential benefits were substantiated in a seminar paper [16]. Since then, the results of IA have been developed for a variety of channels and networks, such as the $K$-user MIMO interference channel [17], the X network with arbitrary number of users [18], MIMO-OFDM channel [19], the MIMO Y channel [20], ergodic capacity in fading channel [21], [22], the cellular network [23], and WLAN [24]. As a specific form of IA, PD-IA has been studied in [11], [14], [12]. In [12], Grokop et al. studied the PD-IA from the information theoretic perspective. They showed that by using PD-IA, the spectral efficiency of the $K$-user interference channel can linearly grow with $K$. However, their result is based on an impractical assumption of the bandwidth scaling $K$ in order $O(K^{2K^2})$. A similar result was obtained by Cadambe and Jafar [11], based on the assumption of infinite bandwidth. In [14], Chitre et al. explored the probability to improve the network throughput by exploiting propagation delays. They developed a scheduling algorithm to harvest the benefits of propagation delays. But their results were limited to single-collision domain and single-hop scenario. Although all these efforts exploited propagation delays to improve the network throughput, their results are limited in the PHY layer and single-hop scenario. In this paper, we advance PD-IA a further step by studying the PD-IA in multi-hop networks.

III. A MATHEMATICAL MODEL OF PD-IA

In this section, we develop a mathematical model to study PD-IA. Such a model is important for studying PD-IA in a multi-hop UWA network from a networking perspective. In what follows, we first design a frame structure for scheduling and data transmissions, and then derive a set of simple constraints to characterize PD-IA feasible region at the PHY layer. We list our notation in Table II.

A. A Frame Structure

We propose a TDMA-based frame structure, as shown in Fig. 3, for link scheduling and data transmissions in a multi-hop UWA network. Each node repeats the same frame structure over time. As shown in the figure, a frame is divided into $T$ time slots, each of which consists of a guard interval and $M$ OFDM symbols. A guard interval is employed at the head of each time slot to eliminate the “tail effect” of the previous time slots from unintended transmitters. It allows independent PD-IA scheduling of two consecutive time slots at all nodes in the network. To serve this purpose, the duration of guard interval should be greater than the maximum propagation delay between any two interfering nodes [2]. It is worth pointing out that the use of guard interval in our design differs from that in the prior arts [1]. In our design, a time slot has only...
one guard interval. But in the prior arts, a time slot has \( M \) guard intervals (each OFDM symbol has a guard interval). For example, if \( M = 50 \), the overhead due to guard interval in our design is only 2% of that in the prior arts.

Each OFDM symbol consists of two parts: cyclic prefix (CP) and valid symbol. The part of valid symbol can be used to carry payload packet and the part of CP is used to eliminate the “multipath effect” of the channel between a transmitter and a receiver. We note that our PD-IA design does not require the existence of line-of-sight channel between any two nodes as [12], since the OFDM modulation can effectively eliminate the inter-symbol interference (ISI) caused by the multipath channel. For example, the OFDM modulation in [10] has a CP of 20 ms duration. Since the delay caused by the multipath channel in UWA networks is typically less than 11 ms [25], this OFDM modulation can completely eliminate the ISI caused by multipath channel.

In this frame structure, we assume that a node can switch its role as a transmitter or a receiver at the time slot level. That is, a node would not change its status (transmitting, receiving, or idling) within a time slot; it only changes its status for a different time slot. In each time slot, the smallest granularity of our PD-IA scheduling is OFDM symbol. That is, for each OFDM symbol, our PD-IA design is to determine whether or not it is used to carry payload packet.

**B. Constraints for PD-IA Scheduling**

Based on the frame structure in Section III-A, we study the constraints for PD-IA scheduling in each time slot. Specifically, we develop the constraints for each OFDM symbol in a time slot to ensure that every payload symbol can be successfully received at its receiver.

Denote \( \mathcal{L} \) as the set of links that are traversed by the sessions in the network. Denote \( \text{Tx}(l) \) and \( \text{Rx}(l) \) as the transmit and receive nodes of link \( l \in \mathcal{L} \), respectively. Referring to Fig. 4, denote \( \mathcal{P}_l \) as the set of links whose transmitters are interfering with \( \text{Rx}(l) \). Similarly, denote \( \mathcal{Q}_l \) as the set of links whose receivers are being interfered by \( \text{Tx}(l) \). Now let’s consider \( \text{Rx}(l) \). \( \text{Rx}(l) \) receives its desired signal from \( \text{Tx}(l) \) and undesired (interfering) signals from \( \text{Tx}(k), k \in \mathcal{P}_l \). Suppose that all transmit nodes in the network are synchronized. Then the received signals from intended and unintended transmitters, after taking into account their respective propagation delays, will exhibit a time shift with respect to their time slots, as shown in Fig. 5(a). Denote \( d_{lk} \) as the Cartesian distance between \( \text{Rx}(l) \) and \( \text{Tx}(k) \). Denote \( \delta_{lk} \) as the time offset (in number of OFDM symbols) in a time slot between the desired signal and undesired signal (interference). Then we have

\[
\delta_{lk} = \frac{d_{lk}}{d_l} - \frac{d_{ll}}{d_l},
\]

where \( c \) is the speed of sound in water and \( \tau \) is the time duration of an OFDM symbol (e.g., \( \tau = 85.5 \text{ ms} \) in [10]). Note that \( \delta_{lk} \) can be a negative value, which indicates that the interfering transmit node \( \text{Tx}(k) \) is closer to \( \text{Rx}(l) \) than the intended transmit node \( \text{Tx}(l) \).

Referring to Fig. 3, denote \( m \) as the position of a symbol in a time slot, with \( 1 \leq m \leq M \). Denote \( z_l(t, m) \) as the indicator of a symbol payload at position \( m \) in time slot \( t \) for link \( l \). Specifically, \( z_l(t, m) = 1 \) if the symbol at position \( m \) in time slot \( t \) is a payload for link \( l \) and \( z_l(t, m) = 0 \) otherwise. For ease of exposition, denote 0 as the position index of the guard interval in a time slot. Since a guard interval is filled with null symbols, we force \( z_l(t, 0) \equiv 0 \) for \( l \in \mathcal{L} \) and \( 1 \leq t \leq T \).
From Tx(k), interfering signal from Tx(l)

Desired signal from Tx(l)

Interfering signal from Tx(k)

(a) At Rx(l), signal from Tx(l) and interference from Tx(k), k ∈ P_l.
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(b) At Rx(k), signal from Tx(k) and interference from Tx(l), k ∈ Q_l.

Fig. 5: An example to demonstrate the constraints.

Referring to Fig. 4, to derive the constraints for PD-IA scheduling, we first explore the constraints for Rx(l) and P_l, and then explore the constraints for Tx(l) and Q_l.

**Constraints for Rx(l) and P_l:** For Rx(l) in Fig. 4, it receives desired symbols from Tx(l) and interfering symbols from Tx(k), k ∈ P_l. Consider the mth desired symbol at Rx(l) as shown in Fig. 5(a). It is interfering by two consecutive undesired symbols from Tx(k), k ∈ P_l. Denote the positions of these two interfering symbols from Tx(k) as f^R_{lk}(m) and f^L_{lk}(m), respectively. Then we have

\[ f^R_{lk}(m) = \begin{cases} m - \lceil \delta_{lk} \rceil, & \text{if } 1 + \lceil \delta_{lk} \rceil \leq m \leq M + \lceil \delta_{lk} \rceil, \\ 0, & \text{otherwise}. \end{cases} \]

\[ f^L_{lk}(m) = \begin{cases} m - \lceil \delta_{lk} \rceil, & \text{if } 1 + \lceil \delta_{lk} \rceil \leq m \leq M + \lceil \delta_{lk} \rceil, \\ 0, & \text{otherwise}. \end{cases} \]

In a time slot t, if the mth symbol on link l carries a payload, then the f^R_{lk}(m)th and f^L_{lk}(m)th symbols on interfering link k cannot carry a payload. Mathematically, this can be characterized by:

\[ z_l(t, m) + \frac{1}{2} \left[ z_k \left( t, f^R_{lk}(m) \right) + z_k \left( t, f^L_{lk}(m) \right) \right] \leq 1, \]

for \( k \in \mathcal{P}_l, l \in \mathcal{L}, 1 \leq m \leq M, 1 \leq t \leq T. \) (1)

**Constraints for Tx(l) and Q_l:** For Tx(l) in Fig. 4, it sends desired symbols to Rx(l) and interfering symbols to Rx(k), k ∈ Q_l. Consider the mth desired symbol from Tx(l) as shown in Fig. 5(b). It is interfering with two consecutive symbols at Rx(k). Denote g^R_{lk}(m) and g^L_{lk}(m) as the positions of these two desired symbols at Rx(k). Then we have

\[ g^R_{lk}(m) = \begin{cases} m + \lceil \delta_{lk} \rceil, & \text{if } 1 - \lceil \delta_{lk} \rceil \leq m \leq M - \lceil \delta_{lk} \rceil, \\ 0, & \text{otherwise}. \end{cases} \]

\[ g^L_{lk}(m) = \begin{cases} m + \lceil \delta_{lk} \rceil, & \text{if } 1 - \lceil \delta_{lk} \rceil \leq m \leq M - \lceil \delta_{lk} \rceil, \\ 0, & \text{otherwise}. \end{cases} \]

In a time slot t, if the mth position from interfering link l carries a symbol payload, then the g^R_{lk}(m)th and g^L_{lk}(m)th positions on link k cannot carry a symbol payload. Mathematically, this can be characterized by:

\[ z_l(t, m) + \frac{1}{2} \left[ z_k \left( t, g^R_{lk}(m) \right) + z_k \left( t, g^L_{lk}(m) \right) \right] \leq 1, \]

for \( k \in \mathcal{Q}_l, l \in \mathcal{L}, 1 \leq m \leq M, 1 \leq t \leq T. \) (2)

**Constraint Summary:** Constraints (1) and (2) constitute a mathematical model to ensure that the payload symbols in each time slot in each link can be received free of interference. This model underpins our PD-IA scheduling algorithm design in the next section.

**IV. A Distributed PD-IA Scheduling Algorithm**

Consider a multi-hop UWA network with a set of unicast sessions in the network (see Fig. 10 for example). The route from the source node of each session to its destination node is given a priori, which can be computed by some distributed routing protocol (e.g., the AODV algorithm [26]). We develop a distributed payload scheduling algorithm based on the proposed PD-IA model, with the objective of maximizing the minimum rate among the sessions. To do so, we first state our assumptions and give an overview of the algorithm. Then we detail each key module in the algorithm. Finally, we discuss its complexity.

**A. Assumptions**

We have the following assumptions in the design of our distributed scheduling algorithm.

- Each session has a persistence and latency-tolerant traffic at its source. This assumption helps us to explore the full potential of PD-IA and simplify the discussion of the algorithm.
- The nodes in the network are well synchronized. Some distributed synchronization protocols (see, e.g., [27]) can achieve several microsecond synchronization error within 10 seconds in the UWA environment. Since the duration of OFDM symbol is at the level of 100 ms (e.g., 85.5 ms [10]), our scheduling algorithm is robust to the synchronization error.
- Every node knows the location information of its neighboring nodes. Based on the location information, a node can compute the value of propagation delays between itself and its neighboring nodes. Since the existing distributed localization schemes can achieve the accuracy of 1 m for a 3 km x 4 km area [28], the propagation delay error caused by the inaccurate location information is less than 1 ms. Our scheduling algorithm is also robust to the location information error because it does not require perfect alignment of the OFDM symbols.
- Each node in the network can exchange scheduling information with those nodes inside its interference range. This is a mild assumption since there are many ways to achieve it in a distributed environment. Given that this is not our contribution, we skip its discussion to conserve space.

Since the goal of this paper is to outline a distributed algorithm to show the benefits of PD-IA in a multi-hop UWA
network, issues associated with protocol design (e.g., message format, control packet delay and overhead, recovery from lost packet) are beyond the scope of this paper.

B. Algorithm Overview

In essence, the proposed distributed algorithm is a greedy algorithm that strives to increase the minimum rate among all the links traversed by the sessions iteratively. This is equivalent to increasing the rate on each link traversed by each session iteratively (a link traversed by multiple sessions will be considered for multiple times). For a given link, the algorithm attempts to increase its rate by finding a symbol interval that can be used for a payload. Among the eligible symbol intervals, the final choice is determined by IA, in the sense that we wish to have the interference from this symbol to overlap with as many interfering symbols from other links as possible. If we cannot find any such eligible symbol interval in a frame on link \( l \), then we try to make adjustment on the current payload structure in sets \( \mathcal{P}_l \) and \( \mathcal{Q}_l \) so that some symbol intervals can be used for a new payload on link \( l \).

As shown in Fig. 6, there are three main modules in the algorithm: link ordering, payload-IA, and payload adjustment. We briefly describe them as follows:

- **Link Ordering.** The goal of this module is to sort all the links traversed by the sessions into a list. A link traversed by multiple sessions will be on the list for multiple times. For the sorted links in the list, we consider them sequentially and cyclically. To maximize the interference overlapping opportunities from the beginning, we sort the links in the list based on their “interference burden” values in an non-increasing order. Details are given in Section IV-D.

- **Payload-IA.** The goal of this module is to increase the rate of the selected link by one payload symbol without any payload adjustment on other links. Recall that the time granularity for half-duplex at a node is the time slot. So we find a time slot (starting from the first time slot in a frame) on link \( l \) that satisfies half-duplex constraint at both Tx(\( l \)) and Rx(\( l \)). Furthermore, we identify a set of eligible symbol intervals (i.e., the unused symbol intervals that meet the PD-IA constraints) for rate increment in that time slot. If there exist multiple eligible symbol intervals, we choose the one that can produce the most interference overlapping shadows on the neighboring links. Details are given in Section IV-E.

- **Payload Adjustment.** If the payload-IA module fails to find any eligible symbol interval in all time slots, then we attempt to make some necessary adjustment on the current payload structure in \( \mathcal{P}_l \) and \( \mathcal{Q}_l \) so that some symbol interval on link \( l \) can be assigned for a new payload. Specifically, we identify a set \( \mathcal{R} \) of symbol intervals (over all time slots in a frame) on link \( l \) that meet half-duplex constraints at Tx(\( l \)) and Rx(\( l \)) but fail to meet the PD-IA constraints. Then we iteratively choose a symbol interval in \( \mathcal{R} \) (starting from the one that requires the minimum adjustment) and make necessary adjustment in the current payload structure in \( \mathcal{P}_l \) and \( \mathcal{Q}_l \), with the aim of turning this symbol interval into an eligible interval. The module terminates once such an interval is found (and thus a symbol payload can be assigned to this interval) or none of the symbol intervals in \( \mathcal{R} \) works out. Details are given in Section IV-F.

C. Data Structure

To implement this algorithm in a distributed manner, each node \( i \in \mathcal{N} \) in the network needs to maintain the following state information:

- **Frame structure.** Since each node repeats the same transmission/reception/idling behavior at the frame level, it needs to maintain a frame structure as shown in Fig. 3.

- **Incoming/outgoing links.** Each node \( i \) maintains the set \( \mathcal{L}^\text{in}_i \) of its incoming links traversed by the set of unicast sessions in the network. Also, each node \( i \) maintains the set \( \mathcal{L}^\text{out}_i \) of its outgoing links traversed by the set of unicast sessions in the network.

- **Node half-duplex status.** Since time slot is the smallest granularity of half-duplex, each node \( i \) needs to maintain its half-duplex status in each time slot for each link. Denote \( s(i, t) \) as the half-duplex status (“IDLE”, “TX”, “RX”) of node \( i \) in time slot \( t \) for link \( l \in \mathcal{L}^\text{in}_i \cup \mathcal{L}^\text{out}_i \). \( s(i, t) = “TX” \) (“RX”) means that node \( i \) is used as the transmitter (receiver) of link \( l \) in time slot \( t \).

- **Current payload scheduling.** Each node \( i \) needs to maintain the payload scheduling status at symbol level (with or without payload) in each time slot for its associated links. That is, each node \( i \) needs to maintain \( z_t(i, m) \) for \( 1 \leq m \leq M \), \( 1 \leq t \leq T \), and \( l \in \mathcal{L}^\text{in}_i \cup \mathcal{L}^\text{out}_i \).

- **Interfering links.** Referring to Fig. 4, if node \( i \) is used as the transmitter of link \( l \), then it needs to maintain the set of links \( \mathcal{Q}_l \) that is being interfered by link \( l \); similarly, if node \( i \) is used as the receiver of link \( l \), then it needs to maintain the set of links \( \mathcal{P}_l \) that are interfering with link \( l \).

- **Node location.** Each node needs to maintain the location information of all the nodes within its interference range. Based on the location information, each node can compute the propagation delays between itself and its neighboring nodes.

Fig. 6: A flow diagram of our PD-IA scheduling algorithm.
The state information at each node $i$ is initialized as follows: $s_i(i, t) =$ “IDLE” for $i \in \mathcal{N}$, $l \in \mathcal{L}_i^i \cup \mathcal{L}_i^\text{out}$, and $1 \leq t \leq T$; $z_i(t, m) = 0$ for $l \in \mathcal{L}$, $1 \leq t \leq T$, and $1 \leq m \leq M$.

### D. Link Ordering Module

Our proposed distributed algorithm is a greedy algorithm that attempts to increase the minimum rate among all the links traversed by the sessions iteratively. This is equivalent to increasing the rate of each link traversed by each session iteratively. If a link is traversed by multiple sessions, then it will be considered for multiple times. A straightforward approach is to sort all the links traversed by the sessions into a list and consider the links in the list sequentially and cyclically. Here, we find that the ordering of the links in this list plays an important role in the performance of the algorithm. 

**Definition 4.1:** For a link $l \in \mathcal{L}$, its interference burden, denoted as $b_l$, is defined as the number of links in $\mathcal{P}_l$ and $\mathcal{Q}_l$, i.e., $b_l = |\mathcal{P}_l| + |\mathcal{Q}_l|$. 

By sorting the links in the list based on their values of interference burden in a non-increasing order, we maximize the interference overlapping opportunities from the beginning. The details of how to schedule a symbol payload for a link by exploiting PD-IA will be explained in Sections IV-E and IV-F. Note that each iteration considers one link in the list. After all the links in the list are considered sequentially, the algorithm returns to the first link in the list in a cyclic manner until the algorithm terminates. 

For distributed implementation, we assume that there is a dedicated control channel for scheduling. The status of start or completion of a particular iteration is shared among the nodes via this control channel. To find the order of a link in the link ordering list in a distributed network, we adopt the distributed ranking algorithm by Zaks [29]. Zaks’ algorithm was proposed to solve the problem of ranking the nodes in a network with a given initial value in a non-decreasing order. To adopt this distributed ranking algorithm for our link ordering problem, we can have the receiver of link $l \in \mathcal{L}$ maintain its interference burden $b_l$, and then execute the distributed ranking algorithm by treating $1/b_l$ as its initial value (as we are interested in a non-increasing order of links).

### E. Payload-IA Module

The goal of this module is to increase the rate of the current link by one payload symbol without any change of payload on other links. To do so, we consider the time slots in a frame in a sequential order, starting from the first time slot. Specifically, we first attempt to increase the rate of the current link in the first time slot; if the rate increment attempt fails in the first time slot, we try the second time slot and so forth, until a rate increment is successful or it fails in all $T$ time slots. The flow diagram of payload-IA module is given in Fig. 7.

**Choosing a symbol interval in time slot $t$.** Suppose that the current iteration is on link $l$. Denote $i$ and $j$ as the transmit and receive nodes of link $l$, i.e., $i = \text{Tx}(l)$ and $j = \text{Rx}(l)$.

For transmit node $i$, we first check its half-duplex status in time slot $t$. To consider time slot $t$ for rate increment, its half-duplex status must be “IDLE” or “TX”. Otherwise, time slot $t$ cannot be used for rate increment for link $l$. Likewise, for receive node $j$, to consider time slot $t$ for rate increment, its half-duplex status must be “IDLE” or “RX”. Otherwise, time slot $t$ cannot be used for rate increment for link $l$.

If both transmit node $i$ and receive node $j$ meet the half-duplex requirement in time slot $t$, then we move on to find a set of eligible symbol intervals for payload in this time slot. At transmit node $i$, we identify the set of unused symbol intervals that meet the PD-IA constraint (2), which we denote as $\mathcal{M}_i$, i.e.,

$$\mathcal{M}_i = \{ m : z_i(t, m) = 0, z_k(t, g_{lk}(m)) = 0 \text{ and } z_k(t, g_{lk}^R(m)) = 0 \text{ for } k \in \mathcal{Q}_l \}.$$ 

Likewise, at receive node $j$, we identify the set of unused symbol intervals that meet the PD-IA constraint (1), which we denote as $\mathcal{M}_j$, i.e.,

$$\mathcal{M}_j = \{ m : z_i(t, m) = 0, z_k(t, f_{lk}(m)) = 0 \text{ and } z_k(t, f_{lk}^R(m)) = 0 \text{ for } k \in \mathcal{P}_l \}.$$ 

An interval is eligible for payload on link $l$ only if this interval is in both $\mathcal{M}_i$ and $\mathcal{M}_j$. Denote $M$ as the set of eligible intervals on link $l$. Then, $\mathcal{M} = \mathcal{M}_i \cap \mathcal{M}_j$. Among the eligible intervals in $\mathcal{M}$, which symbol interval should be chosen for payload is important. Our algorithm chooses the one that can create the most interference overlapping shadows on the other links, since this is more likely to exploit IA to the fullest extent.

Referring to Fig. 8, we now consider a link that is interfered by link $l$, say link $k \in \mathcal{Q}_l$. At $\text{Rx}(k)$, denote $y_{lk}(t, n)$ as the amount of interference overlapping shadows on its $n$th symbol.
interval in time slot $t$, which we define as follows:

$$y_k(t, n) = \sum_{h \in \mathcal{P}_k} \left[ z_h(t, f_{kh}^l(n)) + z_h(t, f_{kh}^R(n)) \right],$$

for $k \in \mathcal{Q}_l, 1 \leq t \leq T, 1 \leq n \leq M$.

As shown in Fig. 4 and Fig. 5(b), symbol interval $m$ from node $i$ (i.e., $\text{Tx}(l)$) is overlapping with the $g^l_{lk}(m)$th and $g^R_{lk}(m)$th symbol intervals at $\text{Rx}(k), k \in \mathcal{Q}_l$. If the $g^l_{lk}(m)$th and $g^R_{lk}(m)$th symbol intervals at $\text{Rx}(k)$ are already interfered by other links (i.e., $y_k(t, g^l_{lk}(m)) \geq 1$ and $y_k(t, g^R_{lk}(m)) \geq 1$), then the setting of symbol interval $m \in \mathcal{M}$ for a payload will only align new interference on these already interfered intervals rather than adding interference on some uninterfered intervals. Therefore, we choose a symbol interval that would cast the maximum interference overlapping shadows on the links in $\mathcal{Q}_l$.

Denote $p_l(t, m)$ as the amount of interference overlapping shadows casted by symbol interval $m \in \mathcal{M}$ on the links in $\mathcal{Q}_l$. Then we have

$$p_l(t, m) = \sum_{k \in \mathcal{Q}_l} \left[ 1^+(y_k(t, g^l_{lk}(m))) + 1^+(y_k(t, g^R_{lk}(m))) \right],$$

where $1^+(x)$ is an indicator function (i.e., $1^+(x) = 1$ if $x \geq 1$ and $1^+(x) = 0$ otherwise).

Denote $m^*$ as the symbol interval that leads to the maximum value of $p_l(t, m), m \in \mathcal{M}$, i.e.,

$$m^* = \arg \max_{m \in \mathcal{M}} p_l(t, m).$$

Then the $m^*$th symbol interval in time slot $t$ will be chosen as new symbol payload for rate increment.

**Update state information.** After successfully choosing an unused symbol interval for payload for the current link $l$, we update the state information at nodes $i$ and $j$ as follows:

- At transmit node $i$, if $s_l(i, t) = \text{"IDLE"}$, then set $s_l(i, t) = \text{"TX"}$. Set $z_l(t, m^*) = 1$.
- At receive node $j$, if $s_l(j, t) = \text{"IDLE"}$, then set $s_l(j, t) = \text{"RX"}$. Set $z_l(t, m^*) = 1$.

It is easy to see that the payload-IA module is amenable to local implementation as all operations of this module (identifying the symbol interval set $\mathcal{M}$, selecting a symbol interval from $\mathcal{M}$ for payload, and updating state information) are performed at nodes $i$ and $j$ and their neighboring nodes.

A tie can be handled by any tie-breaking rule, e.g., choosing the symbol interval with the minimum position.

Fig. 8: The interference overlapping shadows on link $k$.

Fig. 9: A flow diagram of the payload adjustment module.

**F. Payload Adjustment Module**

As described in Fig. 6, if the payload-IA module fails to increase the rate of the current link $l$, the payload adjustment module will be invoked, with the goal of increasing link $l$’s rate by one symbol payload through adjusting payload structures on the links in $\mathcal{P}_l$ and $\mathcal{Q}_l$.

In this module, for the current link $l$, we first identify the set of symbol intervals (over all time slots) that meet the half-duplex constraints but fail to meet the PD-IA constraints, which we denote as $\mathcal{R}$. Then, we consider the symbol intervals in $\mathcal{R}$ sequentially (starting from the one that requires a minimum amount of adjustment) and attempt to make payload adjustment on the links in $\mathcal{P}_l$ and $\mathcal{Q}_l$, with the aim of turning the current ineligible interval into an eligible interval. The module terminates once we successfully turn an interval in $\mathcal{R}$ into an eligible interval or none of the symbol intervals in $\mathcal{R}$ works out. For the resulting eligible interval, we set it to a payload and update the state information at nodes $\text{Tx}(l)$ and $\text{Rx}(l)$ as well as their neighboring nodes. The flow diagram of the payload adjustment module is given in Fig. 9.

**Identify the set of intervals for payload adjustment.** Again, we denote $i$ and $j$ as the transmit and receive nodes of the current link $l$, i.e., $i = \text{Tx}(l)$ and $j = \text{Rx}(l)$. At transmit node $i$, we first identify the set of unused symbol intervals (over the entire frame) that meet half-duplex requirement (as explained in the payload-IA module), which we denote as $\mathcal{R}_i$. Mathematically, we have

$$\mathcal{R}_i = \left\{ (t, m) : z_l(t, m) = 0, s_l(i, t) = \text{"TX" or "IDLE"} \right\}.$$

Likewise, at receive node $j$, we identify the set of unused symbol intervals (over the entire frame) that meet the half-
duplex requirement, which we denote as $\mathcal{R}_j$. Mathematically, we have

$$\mathcal{R}_j = \{(t, m) : z_l(t, m) = 0, s_l(j, t) = \text{"RX" or "IDLE"}\}.$$ 

For ease of explanation, denote $(t, m)$ as the $m$th symbol interval in time slot $t$. We now consider an unused symbol interval $(t, m)$ and attempt to turn it into an eligible one. Symbol interval $(t, m)$ can be turned into an eligible interval only if it meets the half-duplex requirement at both transmit node $i$ and receive node $j$. Denote $\mathcal{R}$ as the set of such unused symbol intervals in all time slots in a frame. We then have $\mathcal{R} = \mathcal{R}_i \cap \mathcal{R}_j$. Based on the procedure of the payload-IA module, we know that the (only) reason why the symbol intervals in $\mathcal{R}$ are not eligible for payload is that they fail to meet the PD-IA constraints. To increase the rate of link $l$ by one symbol payload, we attempt to consider the symbol intervals in $\mathcal{R}$ one at a time and see if it can be turned into an eligible one by adjusting the current payload structures on the links in $\mathcal{P}_I \cup \mathcal{Q}_I$. Naturally, among the symbol intervals in $\mathcal{R}$, we start from the one that requires a minimum amount of adjustment and so forth.

Suppose that the current unused symbol interval under consideration is $(t, m)$. We now check how much payload adjustment on the links in $\mathcal{P}_I \cup \mathcal{Q}_I$ is needed if we want to turn it to an eligible interval for payload. At transmit node $i$, its symbol interval $(t, m)$ is overlapping with symbol intervals $(t, g_{ik}^l(m))$ and $(t, g_{ik}^R(m))$ at $\text{Tx}(k), k \in \mathcal{Q}_I$. Should we set $(t, m)$ to a payload at transmit node $i$, we need to move symbol payloads in intervals $(t, g_{ik}^l(m))$ and $(t, g_{ik}^R(m))$, if they indeed carry payload, to other unused symbol intervals for each link $k \in \mathcal{Q}_I$. Denote $q_{lik}^x$ as the amount of required payload adjustment for setting a payload in interval $(t, m) \in \mathcal{R}$ on link $l$ at $\text{Tx}(l)$. Then we have

$$q_{lik}^x(t, m) = \sum_{k \in \mathcal{Q}_I} \left[z_k(t, g_{ik}^l(m)) + z_k(t, g_{ik}^R(m))\right].$$

Likewise, at receive node $j$, symbol interval $(t, m)$ is overlapping with symbol intervals $(t, f_{jk}^l(m))$ and $(t, f_{jk}^R(m))$ from $\text{Rx}(k), k \in \mathcal{P}_I$. Should we set a payload in $(t, m)$ at receive node $j$, we need to move symbol payloads in intervals $(t, f_{jk}^l(m))$ and $(t, f_{jk}^R(m))$, if they indeed carry payload, to other unused symbol intervals for each link $k \in \mathcal{P}_I$. Denote $q_{lik}^x(t, m)$ as the amount of required payload adjustment for setting a payload in interval $(t, m) \in \mathcal{R}$ on link $l$ at $\text{Rx}(l)$. Then we have

$$q_{lik}^x(t, m) = \sum_{k \in \mathcal{P}_I} \left[z_k(t, f_{jk}^l(m)) + z_k(t, f_{jk}^R(m))\right].$$

Denote $q_l(t, m)$ as the total amount of required payload adjustment for setting a payload in interval $(t, m) \in \mathcal{R}$ on link $l$ at both $\text{Tx}(l)$ and $\text{Rx}(l)$. Then $q_l(t, m) = q_{lik}^x(t, m) + q_{lik}^x(t, m)$. Among the symbol intervals in $\mathcal{R}$, we choose the one $(t, m)$ that has the smallest value of $q_l(t, m)$. Denote the chosen symbol interval as $(t^*, m^*)$. Then we have

$$(t^*, m^*) = \operatorname{arg}_{(t, m) \in \mathcal{R}} \min q_l(t, m).$$

Payload adjustment on links in $\mathcal{P}_I \cup \mathcal{Q}_I$. For interval $(t^*, m^*)$, we try to make necessary payload adjustment on the links in $\mathcal{P}_I \cup \mathcal{Q}_I$, with the aim of turning this interval to an eligible one. Depending on link $k$ in $\mathcal{P}_I$ or $\mathcal{Q}_I$ or both, we explain the operations for payload adjustment on link $k$ by three cases: $k \in \mathcal{Q}_I \backslash \mathcal{P}_I$, $k \in \mathcal{P}_I \backslash \mathcal{Q}_I$, and $k \in \mathcal{P}_I \cap \mathcal{Q}_I$.

Case I: Consider link $k \in \mathcal{Q}_I \backslash \mathcal{P}_I$. At $\text{Rx}(k)$, its symbol intervals $(t^*, g_{ik}^l(m^*))$ and $(t^*, g_{ik}^R(m^*))$ are overlapping with symbol intervals $(t^*, m^*)$ from $\text{Tx}(l)$. Thus, there are at most two intervals on link $k$ that need adjustment, which we denote as a set as follows:

$$\mathcal{S}_{k}^{tx} = \{(t^*, n) : z_k(t^*, n) = 1, \quad n \in \{g_{ik}^l(m^*), g_{ik}^R(m^*)\} \}.$$ 

If $\mathcal{S}_{k}^{tx} = \emptyset$, then no adjustment is needed. Otherwise, we perform the payload-IA module in Section IV-E at nodes $\text{Tx}(k)$ and $\text{Rx}(k)$. If the payload-IA module successfully increases a payload symbol for link $k$, then we release a payload symbol on link $k$ by setting: $z_k(t^*, n) = 0$ for $(t^*, n) \in \mathcal{S}_{k}^{tx}$ at both $\text{Tx}(k)$ and $\text{Rx}(k)$. We repeat the above operation until both payload symbols in $\mathcal{S}_{k}^{tx}$ are released or any of them fails.

Case II: Consider a link $k \in \mathcal{P}_I \cup \mathcal{Q}_I$. At $\text{Rx}(l)$, its symbol interval $(t^*, m^*)$ are overlapping with symbol intervals $(t^*, f_{jk}^l(m^*))$ and $(t^*, f_{jk}^R(m^*))$ from $\text{Tx}(k)$. Thus, there are at most two intervals on link $k$ that need adjustment, which we denote as a set as follows:

$$\mathcal{S}_{k}^{tx} = \{(t^*, n) : z_k(t^*, n) = 1, \quad n \in \{f_{jk}^l(m^*), f_{jk}^R(m^*)\} \}.$$ 

Again, if $\mathcal{S}_{k}^{tx} = \emptyset$, then no adjustment is needed. Otherwise, we follow the same approach in Case I for the payload symbol adjustment at $\text{Tx}(k)$ and $\text{Rx}(k)$.

Case III: Consider link $k \in \mathcal{P}_I \cap \mathcal{Q}_I$. In this case, at $\text{Rx}(k)$, its symbol intervals $(t^*, g_{ik}^l(m^*))$ and $(t^*, g_{ik}^R(m^*))$ are overlapping with symbol interval $(t^*, m^*)$ from $\text{Tx}(l)$; at $\text{Rx}(l)$, its symbol interval $(t^*, m^*)$ are overlapping with symbol intervals $(t^*, f_{jk}^l(m^*))$ and $(t^*, f_{jk}^R(m^*))$ from $\text{Tx}(k)$. Thus, there are at most four intervals on link $k$ that need adjustment, which we denote as a set as follows:

$$\mathcal{S}_{k}^{tx, rx} = \{(t^*, n) : z_k(t^*, n) = 1, \quad n \in \{g_{ik}^l(m^*), g_{ik}^R(m^*), f_{jk}^l(m^*), f_{jk}^R(m^*)\} \}.$$ 

Again, if $\mathcal{S}_{k}^{tx, rx} = \emptyset$, then no adjustment is needed; otherwise, we follow the same approach in Case I for the payload symbol adjustment at $\text{Tx}(k)$ and $\text{Rx}(k)$.

In the three cases, if any link $k \in \mathcal{P}_I \cup \mathcal{Q}_I$ fails to relocate its payload symbols, we remove symbol interval $(t^*, m^*)$ from set $\mathcal{R}$ and consider the next symbol interval in $\mathcal{R}$, until the link rate is successfully increased or all symbol intervals in $\mathcal{R}$ are removed.

**Update state information.** If all the links in $\mathcal{P}_I \cup \mathcal{Q}_I$ successfully adjust their payload structure, then symbol interval $(t^*, m^*)$ is eligible for a payload. To increase the rate of link $l$ by assigning a payload at symbol interval $(t^*, m^*)$, we update the state information at link $l$’s transmit node $i$ and receive node $j$ as follows:

- At transmit node $i$, if $s_i(i, t^*) = \text{"IDLE"}$, then set $s_i(i, t^*) = \text{"TX"}$. Set $z_l(t^*, m^*) = 1$. 

At receive node $j$, if $s_t(j, t^*) = \text{"IDLE"}$, then set $s_t(j, t^*) = \text{"RX"}$. Set $z_t(t^*, m^*) = 1$.

It is easy to see that this module is amenable to local implementation as all operations of this module (identifying the potential payload symbols in $\mathcal{R}$, payload structure adjustment, and updating state information) are restricted on the selected link and its neighboring links.

G. Computational Complexity and Communication Overhead

**Computational Complexity.** We analyze the computational complexity of the PD-IA scheduling algorithm at each node as follows. (i) As we explained in Section IV-D, link ordering module can be done in a distributed fashion by employing the distributed ranking algorithm in [29], which has $O(N^3)$ complexity at each node. (ii) Consider the transmit/receive node of the current link $l$. In each iteration, its complexity associated with the payload-IA and payload adjustment modules is $O(T^2 M^2)$. Since the maximum number of iterations on link $l$ is $O(TM)$ and there are at most $L$ links, the total complexity at the transmit/receive node of the link current $l$ is $O(LT^3 M^3)$. (iii) The same transmit/receive node of link $l$ are also involved in the payload-IA and payload adjustment modules when the iteration is working on a link $k \in P_l \cup Q_l$. The complexity on the transmit/receive node of link $l$ is $O(LT^3 M^3)$. In summary, the total complexity at a (transmit/receive) node is $O(LT^3 M^3 + N^3)$.

**Communication Overhead.** We now analyze the control messages that are required in the proposed algorithm. For the link ordering module, since its core component is the ranking algorithm in [29], the number of its control messages, based on the results in [29], is $O(N^2)$. For the payload-IA module, each of its iterations requires $O(L)$ control messages in the worst case. Since the maximum number of its iterations is $O(TM)$, the total amount of control messages in this module is bounded by $O(LTM)$. For the payload adjustment module, each of its iterations requires $O(L^2)$ control messages in the worst case. Since the maximum number of its iterations is $O(TM)$, the total amount of control messages in this module is bounded by $O(L^2TM)$. In summary, the total amount of control messages in this algorithm is $O(L^2TM + N^2)$.

It is worth pointing out that the analysis of computational complexity and communication overhead is performed for the worst case. In practical networks, we expect that the algorithm has a much lower computational complexity and communication overhead, because the number of iterations in the algorithm is much less than its upper bound due to the existence of interference. Considering the capability of current UWA networks, we do not expect any issues with the proposed algorithm for practical purposes.

V. PERFORMANCE EVALUATION

The proposed algorithm is a heuristic approach that greedily maximizes the overlapping shadow of interference in each of its iterations. A theoretical analysis of its performance limit is prohibitively hard because of its involvement of multiple layers and its local implementation. Given that a nontrivial analytical performance bound of the proposed algorithm is not available, we evaluate its performance via simulation. To evaluate the performance of the PD-IA scheduling algorithm, we first compare it to an idealized benchmark algorithm with perfect scheduling and zero propagation delays. We formulate it as an optimization problem and denote it as OPT-noIA. We also compare the distributed PD-IA scheduling algorithm to a centralized algorithm with perfect PD-IA scheduling. We formulate it as another optimization problem and denote it as OPT-IA. The formulation and explanation of the OPT-noIA and OPT-IA are given in Appendix A and Appendix B, respectively. The optimal solution to OPT-noIA and OPT-IA were obtained using off-the-shelf optimization solver (e.g., IBM CPLEX [31]).

A. Simulation Setting

We consider a set of network instances, each of which has 50 nodes randomly deployed in a 5 km by 5 km area. Among the nodes in each network instance, there is a set of active sessions with their source and destination nodes being randomly selected among all the nodes. The route from the source node of a session to its destination node is found using AODV algorithm [26].

We assume that all the nodes have the same transmission range 1 km.4 At a receiving node, we assume that the interference is negligible if the power of the interference is less than -20 dB of the power of its desired signal. Therefore, we set the interference range of a node to 4 km based on the relationship between path loss and distance in underwater acoustic environment [30, Figure 6]. Referring to Fig. 3, a frame has $T = 10$ time slots, each of which is comprised of a guard interval and $M = 50$ OFDM symbols. For each OFDM symbol, we use the same parameters as the “VHF08 EXPERIMENT” in [10], i.e., an OFDM symbol is of 85.5 ms time duration (with a CP of 20 ms time duration). For simplicity, we normalize the time duration of a frame to one unit. We assume that fixed MCS is used for data

4Data transmission over 1 km is short/medium range communication in underwater acoustic sensor networks [1].
transmission at payload (OFDM) symbols and each payload (OFDM) symbol carries one data unit.

B. A Case Study

Before presenting complete simulation results, we first show results for one network instance as shown in Fig. 10. In this figure, a solid arrow line represents a link while a dashed line represents a potential interference. There are 8 sessions in this network: session 0 is from $N_8$ to $N_{31}$; session 1 is from $N_{49}$ to $N_{46}$; session 2 is from $N_{19}$ to $N_{25}$; session 3 is from $N_{28}$ to $N_{15}$; session 4 is from $N_{14}$ to $N_{38}$; session 5 is from $N_0$ to $N_{32}$; session 6 is from $N_{10}$ to $N_{30}$; and session 7 is from $N_{16}$ to $N_2$.

We apply our proposed distributed PD-IA scheduling algorithm to this network instance. The obtained objective value is 25. We then solve OPT-noIA problem by IBM CPLEX and have an optimal objective value of 18. This implies that our PD-IA distributed scheduling algorithm can increase the network throughput by 38.9% compared to PD-noIA.

C. Complete Simulation Results

We now show some details in the solutions. Fig. 11 shows the payload scheduling results in the first time slot, with the number of payload symbols shown in square brackets next to the active links. Table III summarizes the payload scheduling information in this time slot. In the table, the first column lists the receive node of each active link; the second column lists the number of payload symbols; the third column lists the number of interfering symbol intervals, which is 50 minus the number in the second column; the fourth column lists the number of interfering symbols (from neighboring interfering transmit nodes); and the fifth column lists the interference overlapping ratio, which is the ratio of the fourth column to the third column. In the fifth column, a value greater than 1 indicates the existence of interference overlapping. The larger the ratio is, the more PD-IA has been exploited by the algorithm.

Let’s take a look at the first row (for receive node Rx($N_{19}$, $N_7$)) in Table III as an example. As shown in Fig. 11, receive node $N_7$ is within the interference range of all transmit nodes in the network (i.e., $N_0$, $N_1$, $N_8$, $N_{10}$, $N_{11}$, $N_{16}$, $N_{22}$, $N_{23}$, $N_{24}$, $N_{27}$, $N_{33}$, $N_{37}$, $N_{39}$, $N_{40}$, $N_{41}$, and $N_{49}$). The number of interfering payload symbols at receive node $N_6$ is 86. Since 5 symbol intervals have been used for receiving payloads from intended transmit node $N_{19}$, there are only 45 unused symbol intervals in which these interfering symbols may fall. That is, the interference overlapping ratio is 86/45 $\approx$ 1.91 at receiver $N_7$.

We consider 7 cases with the above network setting: 1 session, 2 sessions, 3 sessions, 4 sessions, 8 sessions, 12 sessions, and 16 sessions. For each case, we study 100 network instances to obtain their average throughput. Figure 12 exhibits our simulation results, with $x$-axis being the number of sessions and $y$-axis being the total throughput of all sessions (i.e., average objective value $\times$ the number of sessions). It should be noted that when the number of sessions is greater than 3, the OPT-IA cannot be solved in a reasonable amount of time.
The simulation results yield the following conclusions: First, our PD-IA algorithm significantly outperforms the OPT-noIA when the number of sessions is greater than two. Second, the throughput gain of our PD-IA algorithm over OPT-noIA increases as the traffic in the network becomes more intensive. Third, when the number of sessions is small (≤ 3), our PD-IA algorithm can achieve more than 80% optimal throughput of the centralized solution (by OPT-IA). Finally, for the network with more than 3 sessions, the optimal centralized solution (OPT-IA) cannot be obtained in a reasonable amount of time, while our PD-IA algorithm can yield a competitive solution very quickly.

VI. CONCLUSIONS

In this paper, we exploited large propagation delays in multi-hop UWA networks as an advantage instead of adversary. We developed a PD-IA model that specifies a set of constraints to ensure feasibility of PD-IA at the PHY layer. Based on this model, we studied a network throughput optimization problem, with the objective of maximizing the minimum rate among a set of sessions. To solve this optimization problem, we developed a distributed PD-IA scheduling algorithm that iteratively increases payloads in a time frame so that at each receiver, (i) the payload symbols from its intended transmitter can be received free of interference, while (ii) the interfering payload symbols from its unintended transmitters can maximally overlap. We validated the performance of our PD-IA scheduling algorithm and found significant throughput gains compared to the case with perfect scheduling and zero propagation delays. More importantly, we found that the throughput gain increases with the traffic intensity in the network.
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APPENDIX A

AN IDEALIZED BENCHMARK ALGORITHM WITH PERFECT SCHEDULING AND ZERO PROPAGATION DELAYS

In the literature, research efforts have been spent on the design of underwater MAC protocols with the aim of alleviating the ill effect of large propagation delays [3], [5], [9]. However, the philosophy of these MAC protocols is to fight with large propagation delays (rather than leveraging large propagation delays) and thus their throughput performance is bounded by that under delay-free model. Therefore, to evaluate the throughput performance of our distributed PD-IA scheduling algorithm, we compare it to the throughput performance of the same problem but without using PD-IA under the delay-free model. We denote it as OPT-noIA, which is formulated as follows.

Half-Duplex Constraints. In our scheduling, a node cannot be a transmitter and a receiver in the same time slot. Denote \( \alpha_i(t) \) as a binary indicator of a transmitter for node \( i \) in time slot \( t \). That is, \( \alpha_i(t) = 1 \) if node \( i \) is a transmitter in time slot \( t \) and \( \alpha_i(t) = 0 \) otherwise. Similarly, denote \( \beta_i(t) \) as the indicator of a receiver for node \( i \) in time slot \( t \). That is, \( \beta_i(t) = 1 \) if node \( i \) is a receiver in time slot \( t \) and \( \beta_i(t) = 0 \) otherwise. Then we have

\[
\alpha_i(t) + \beta_i(t) \leq 1, \quad 1 \leq i \leq N, 1 \leq t \leq T. \tag{5}
\]

Link Activity Constraints. Consider a node in a given time slot. If it is a transmitter, then its outgoing links can be active but its incoming links are forced to be inactive; if it is a receiver, then its incoming links can be active but its outgoing links are forced to be inactive; otherwise (being idle), all of its outgoing/incoming links are forced to be inactive. Denote \( \mathcal{L}^\text{in}_i \) as the set of incoming links to node \( i \) and \( \mathcal{L}^\text{out}_i \) as the set of outgoing links from node \( i \). Denote \( x_{i}(t) \) as the activity of link \( l \) in time slot \( t \), i.e., \( x_{i}(t) = 1 \) if link \( l \) is scheduled to be active in time slot \( t \) and \( x_{i}(t) = 0 \) otherwise. Then we have

\[
\frac{1}{L} \sum_{l \in \mathcal{L}^\text{out}_i} x_{i}(t) \leq \alpha_i(t), \quad 1 \leq i \leq N, 1 \leq t \leq T. \tag{6}
\]

\[
\frac{1}{L} \sum_{l \in \mathcal{L}^\text{in}_i} x_{i}(t) \leq \beta_i(t), \quad 1 \leq i \leq N, 1 \leq t \leq T. \tag{7}
\]

Consider a link in a given time slot. If it is active, then the symbols on this link can be used for payload; otherwise, all of the symbols on this link cannot be used for payload. Thus, we have

\[
z_{i}(t, m) \leq x_{i}(t), \quad 1 \leq l \leq L, 1 \leq t \leq T, 1 \leq m \leq M. \tag{8}
\]

Symbol Activity Constraints. We model the PHY layer behavior of the (OFDM) symbols on each link in each time slot under delay-free model. Consider symbol \( m \) on link \( l \) in a given time slot. If it is used for payload, then symbol \( m \) on link \( k \in \mathcal{Q}_l \) cannot be used for payload due to the interference conflict; otherwise, there shall be no constraint on the activity of this symbol. Thus we have

\[
z_{i}(t, m) + \frac{1}{L} \sum_{k \in \mathcal{Q}_l} z_{k}(t, m) \leq 1, \quad l \in \mathcal{L}, 1 \leq m \leq M, 1 \leq t \leq T. \tag{9}
\]

Link Capacity Constraints. For simplicity, we also normalize the time duration of a frame to one unit. We assume that fixed modulation and coding scheme (MCS) is used for data transmission at payload symbols and each payload symbol carries one data unit. Denote \( c_l \) as the data rate of link \( l \) in a frame. Then we have

\[
c_l = \sum_{t=1}^{T} \sum_{m=1}^{M} z_{i}(t, m) \quad l \in \mathcal{L}, 1 \leq t \leq T. \tag{10}
\]

For each link \( l \), its aggregate data rate attributed to the
sessions cannot exceed its achievable data rate. Thus, we have
\[
\sum_{f=1}^{F} r_l(f) \leq c_l, \quad 1 \leq l \leq L.
\] (11)

Flow Balance Constraints. Denote \( r(f) \) as the data rate of session \( f \). For the traffic flow from a source to its destination, we denote \( r_l(f) \) as the amount of data rate on link \( l \) that is attributed to session \( f \). At each node, flow conservation must be observed.

At a source node, we have
\[
\sum_{l \in \mathcal{L}^\text{out}_i} r_l(f) = r(f), \quad i = \text{src}(f), 1 \leq f \leq F.
\] (12)

At an intermediate relay node, we have
\[
\sum_{l \in \mathcal{L}^\text{in}_i} r_l(f) = \sum_{l \in \mathcal{L}^\text{out}_i} r_l(f), \quad 1 \leq i \leq N, i \neq \text{src}(f),
\]
\[
i \neq \text{dst}(f), 1 \leq f \leq F.
\] (13)

At a destination node, we have
\[
\sum_{l \in \mathcal{L}^\text{in}_i} r_l(f) = r(f), \quad i = \text{dst}(f), 1 \leq f \leq F.
\] (14)

It can be easily verified that if (12) and (13) are satisfied, then (14) is also satisfied. Therefore, it is sufficient to include (12) and (13) in the problem formulation.

Throughput Constraints. Denote \( r_{\text{min}} \) as the throughput rate of the bottleneck session. Then we have
\[
r_{\text{min}} \leq r(f), \quad 1 \leq f \leq F.
\] (15)

By combining the delay-free model with the cross-layer constraints, the throughput optimization problem in a centralized network without using PD-IA technique can be formulated as follows:

**OPT-noIA:**
\[
\begin{align*}
\text{max} & \quad r_{\text{min}} \\
\text{s.t.} & \quad \text{Half-duplex constraints: (5)}; \\
& \quad \text{Link activity constraints: (6)–(8)}; \\
& \quad \text{Symbol activity constraints: (9)}; \\
& \quad \text{Link capacity constraints: (10)–(11)}; \\
& \quad \text{Flow balance constraints: (12)–(13)}; \\
& \quad \text{Throughput constraints: (15)}. 
\end{align*}
\]

This formulation is also in the form of MILP, which is NP-hard in general. Although OPT-IA shares most of constraints with OPT-noIA, it turns out that OPT-IA is much more difficult to solve than OPT-noIA. Our simulation shows that for a 50-node network instance, OPT-IA cannot be solved by IBM CPLEX solver in a reasonable amount of time (24 hours) when the session size is greater than three.
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