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ABSTRACT
Crime prediction plays a crucial role in improving public security and reducing the financial loss of crimes. The vast majority of traditional algorithms performed the prediction by leveraging demographic data, which could fail to capture the dynamics of crimes in urban. In the era of big data, we have witnessed advanced ways to collect and integrate fine-grained urban, mobile, and public service data that contains various crime-related sources and rich temporal-spatial information. Such information provides better understandings about the dynamics of crimes and has potentials to advance crime prediction. In this paper, we exploit temporal-spatial correlations in urban data for crime prediction. In particular, we validate the existence of temporal-spatial correlations in crime and develop a principled approach to model these correlations into the coherent framework TCP for crime prediction. The experimental results on real-world data demonstrate the effectiveness of the proposed framework. Further experiments have been conducted to understand the importance of temporal-spatial correlations in crime prediction.
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1 INTRODUCTION
Crime prediction plays a tremendously impactful role in improving public security and reducing financial loss of crimes. Recent studies have shown that crime prediction is closely related to the sustainable development of urban and the quality of citizen’s life [10]. Therefore, there is an increasing and urgent demand for accurate crime prediction. Efforts have been made on understanding crime prediction model based on demographic data, i.e., statistical socioeconomic characteristics of a population, such as education level [12], income level and wealth gap [21, 27], ethnic and religious difference [3].

However, it is still very challenging for researchers and police departments to predict high-accurate crime number with only demographic data in a big city due to the following facts. First, these demographic features are relatively stable over an extended period, which cannot capture the dynamics within a specific community. Second, the vast majority of communities in a city share similar demographic features so that capturing the differences between different communities becomes difficult [31]. Recently, with the tremendous development of new techniques to collect and integrate fine-grained data, a large amount of urban data has been recorded such as public safety data, meteorological data, point of interests (POIs) data, human mobility data and 311 public-service complaint data. Such data has been successfully utilized to advance a variety of urban computing tasks such as air quality prediction [38], noise indicator [39], urban region function discovery [34], social event recommendation [35], driving behavior analysis [33] and real estate ranking [15]. It could also be used to advance crime analysis.

Big urban data provides sources that contain helpful context information about crime. For instance, human mobility offers useful environmental factors such as the function of a region, population density, and residential stability, which can significantly affect criminal activities according to environmental criminology [4]; while meteorological data such as weather information has been proven to be related to crime [8, 28]. Meanwhile, criminal theories such as routine activity theory [7] and rational choice theory [9] suggest that crime distribution is highly determined by time and space. Thus, temporal-spatial factors play a crucial role in crime analysis [23]. Big urban data contains rich and fine-grained information about where and when the data is collected. Such information not only allows us to understand the dynamics of crime like how crime evolves; but also enables us to study spatial factors of crime such as geographical influence. These temporal and spatial understandings provide unprecedented and unique opportunities for us to conduct advanced research on crime analysis with urban data. As a consequence, it has great potential to help us build more accurate crime prediction.

In this paper, we exploit temporal-spatial correlations for crime prediction with urban data. In essence, we aim to investigate the following two challenging questions: (i) what temporal-spatial patterns can be observed about crimes with urban data; and (ii) how to model these patterns mathematically for crime prediction. For temporal-spatial patterns, we focus our investigation on (a) intra-region temporal correlation and (b) inter-region spatial correlation. Intra-region temporal correlation helps us to understand how crime evolves over time for a region in a city; while inter-region spatial correlation suggests the geographical influence among regions in the city. We propose a novel framework TCP, which captures temporal-spatial correlations for crime prediction. We summarize our major contributions as follows:

- We validate temporal-spatial correlations in crime including intra-region temporal correlation and inter-region spatial correlation;
• We propose a novel crime prediction framework TCP, which captures intra-region temporal correlation and inter-region spatial correlation into a coherent model; and
• We conduct experiments on real-world data to verify the effectiveness of the proposed framework and the importance of temporal-spatial correlations in accurate crime prediction.

The rest of this paper is organized as follows. In Section 2, we formally define the problem of crime prediction. We describe the dataset and perform preliminary data analysis in Section 3. In Section 4, we provide approaches to model temporal-spatial correlations and introduce details about the proposed TCP framework with an optimization algorithm. Section 5 presents experimental results with discussions. Section 6 briefly reviews related work. Finally, Section 7 concludes with future work.

2 PROBLEM STATEMENT

In this section, we introduce some mathematical notations and formally define the problem we will study in this work. We use bold letters to denote matrices and vectors, e.g., \( \mathbf{W} \) and \( \mathbf{w} \); we use non-bold letters to represent scalars, e.g., \( N \) and \( n \); and we employ Greek letters as parameters, e.g., \( \alpha \) and \( \beta \).

Let \( \mathcal{R} = \{r_1, r_2, \ldots, r_N\} \) denote a set of regions in a city, where \( N \) is the number of regions. Suppose that there are totally \( K \) time slots (i.e., days, weeks, or months), i.e., \( T = \{t_1, t_2, \ldots, t_K\} \subseteq \mathbb{R}^K \).

Let \( Y \in \mathbb{R}^{N \times K} \) denote the observed number of crime numbers \( y_{rk} \) is the crime number observed at region \( r \) in time slot \( t_k \).

Let \( \mathbf{X}_t = [\mathbf{X}_{t1}, \mathbf{X}_{t2}, \ldots, \mathbf{X}_{tK}^R]^T \in \mathbb{R}^{N \times M} \) denote the feature matrix of all regions in the time slot \( t_k \), where \( M \) is the number of features. Note that more details about features will be discussed in the following section.

With the aforementioned notations and definitions, the problem of crime prediction can be formally stated as follows:

**Definition 2.1 (Problem Statement).** Given the feature matrices \( \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K \) and the historical observed crime matrix \( \mathbf{Y} \) of regions in \( \mathcal{R} \), we aim to learn a crime predictor that can predict the number of crimes \( h \) time slots later (or in time \( t_{K+h} \)) for each region in \( \mathcal{R} \) by leveraging \( \mathbf{X}_1, \mathbf{X}_2, \ldots, \mathbf{X}_K \) and \( \mathbf{Y} \).

Note that our goal is to perform crime prediction for a future time slot \( t_{K+h} \). If we construct the feature matrix \( \mathbf{X}_k \) using data in \( t_k \), the feature matrix in a future time slot \( t_{K+h} \) is not available. Therefore, in our work, \( \mathbf{X}_k \) is actually constructed based on data in \( t_{k-h} \) instead of \( t_k \). We further assume that there is extra data where we can construct the feature matrix \( \mathbf{X}_1 \) in \( t_1 \). Since for different \( h \) values, the major differences for the proposed framework are how to construct the feature matrices and choose the target crime numbers, in the following subsections, we will choose \( h = 1 \) for illustrations.

3 DATA ANALYSIS

In this section, we will first introduce the dataset for this study, and then perform preliminary analysis regarding temporal-spatial correlations in crime data. Such understandings lay the groundwork to build a meaningful crime prediction framework.

3.1 Data

We collect crime data from July 1, 2012 to June 30, 2013 in New York City. We divide NYC into \( N = 133 \) disjointed regions, and each region is a \( 2 \times 2 \) km grid. Note that we also can choose other ways define regions such as zip code. To construct the feature matrices, we also collect multiple sources that can be related to crime. Next we detail these sources.

• **Public Security Sources**: Intuitively, regions with many crime complaints could indicate more crimes in the near future. Therefore, we collect crime complaint data and it contains the complaint frequencies of multiple types of offenses such as assault, arson, harassment and criminal trespass. The NYC police claimed that stop-and-frisk contributes to a decline in the crime rate [32]. Thus, we also collect the Stop-and-Frisk data, which includes a NYC Police Department practice of temporarily detaining, questioning, and at times searching civilians on the street for weapons and other contraband.

• **Meteorological Source**: Informed by criminology [8, 28], meteorology and crime have been found to be correlated. Hence, we collect meteorological data, consisting of weather, temperature, wind strength, precipitation, snowfall, humidity, pressure, visibility, etc. In total, 30 features are collected from NYC meteorological station each day.

• **Point of interests (POIs)**: The density of POIs can characterize the neighborhood functions, which could be helpful for crime prediction[19]. We crawled point of interests from FourSquare. In total, 10 categories of POIs are obtained, i.e., food, shops, residence, nightlife, arts and entertainment, travel, outdoors and recreation, professional, college and education, and event.

• **Human Mobility**: Human mobility provides useful information, such as function of a region, population density, and residential stability, which are related to urban crime. We extract three features from this source. One is check-ins from the POI dataset. The other two are pick-up & drop-off points from the taxi trajectories dataset, which denote the number of people arriving at or departing from the target region.

• **311 Public-Service Complaint Source**: 311 is NYC’s governmental non-emergency service number, allowing people in the city to complain about things that are not urgent by making a phone call. It includes air quality, animal, electric, fire, heat, homeless, parking, noise, traffic and water system, etc. 311 shows the citizens’ dissatisfaction with government service, thus it is highly related with crime.

In this work, we focus on extracting features from the aforementioned sources. It is possible to also use other sources such as criminal networks, social networks[20, 36] and urban environment. We will leave it as one future work.

3.2 An Analysis on Temporal-Spatial Correlations

Previous studies suggest that temporal-spatial correlations exist in many kinds of urban datasets, such as air quality[38], noise[39], and water quality[25]. Crimes could share similar temporal-spatial correlations in the urban system. In this subsection, we investigate temporal-spatial correlations in crime data. Informed by criminologists, there could be a variety of temporal-spatial patterns [23].
However, in this work, we focus on: (i) intra-region temporal correlation and (ii) inter-region spatial correlation; while leaving the exploring of other temporal-spatial patterns such as weekly periodic patterns as future investigation. Next we will give more details.

3.2 Model Components

Intra-region Temporal Correlation: Within a region, even though the crimes of the region change over time, they should change smoothly. We assume that in time $t$, the crime number is $c_t$; while in time $t + \Delta t$, the crime number is $c_{t+\Delta t}$. To study intra-region temporal correlation, we show how $|c_t - c_{t+\Delta t}|$ changes with $\Delta t$ on average over all regions. The result is shown in Figure 1 where $x$-axis denotes $\Delta t$ and $y$-axis is the average crime differences of $|c_t - c_{t+\Delta t}|$. Note that we choose each time slot as one day in the figure; however, we have similar observations when choosing each time slot as a week and a month. From the figure, we note that the crime differences are highly correlated with $\Delta t$. Particularly, two consecutive time slots share similar crime numbers; while with the increase of $\Delta t$, the crime difference tends to increase.

Inter-region Spatial Correlation: For inter-region spatial correlation across multiple regions, if two regions are spatially close to each other, it is likely that the two regions have similar crime numbers in the same time slot. Given a pair of regions in a certain time slot, we use $\Delta d$ to denote the geographical distance between two regions and $\Delta c$ to indicate the absolute crime difference. In Figure 2, we demonstrate how $\Delta c$ changes with $\Delta d$ averaged over all time slots, where $x$-axis and $y$-axis are $\Delta d$ and $\Delta c$, respectively. From Figure 2, we observe that (i) if two regions are spatially close to each other, the two regions have similar crime numbers and (ii) with the increase of the geographical distance $\Delta d$, the crime difference $\Delta c$ is likely to increase.

3.3 Discussion

We summarize the observations from our preliminary study as follows:

- For a region, we observe intra-region temporal correlation – (i) for two consecutive time slots, they are likely to share similar crime numbers; and (ii) with the increase of differences between two time slots, the crime difference has the propensity to increase.
- Over all regions, we note inter-region spatial correlation – (i) two geographically close regions have similar crime numbers; and (ii) with the increase of spatial distance between two regions, the crime difference tends to increase.

The above observations provide the groundwork for our proposed framework for crime prediction.

4 THE PROPOSED CRIME PREDICTION FRAMEWORK

In the last section, we validate the existence of temporal-spatial correlations in crime. In this section, we first introduce the basic model, then detail how to model temporal-spatial correlations into a coherent optimization framework and finally discuss how to optimize the framework and how to utilize the framework for crime prediction.

4.1 The Basic Model

Without considering temporal-spatial correlations, we can build an individual and basic model for each region $r_n$ in each time slot $t_k$. We further assume that there is a vector $W^k_n \in \mathbb{R}^{M \times 1}$ for the region $r_n$ in the time slot $t_k$, which can map $X^k_n$ to $Y^k_n$ as $X^k_n W^k_n$. All $W^k_n$ can be learned via solving the following optimization problem:

$$
\min_{W^k_n} \sum_{k=1}^{K} \sum_{n=1}^{N} (L(X^k_n W^k_n, Y^k_n) + \theta \|W^k_n\|_2^2).
$$

where $L$ is the loss function and we will choose square loss in this work. However, it is straightforward to extend it to other loss functions such as hinge loss and logistic loss. $\|W^k_n\|_2^2$ is adopted to avoid overfitting, which is controlled by a non-negative parameter $\theta$. The basic model completely overlooks the temporal-spatial correlations. In the following subsections, we will introduce model components to capture intra-region temporal and inter-region spatial correlations based on the basic model.

4.2 Modeling Intra-region Temporal Correlation

Our preliminary study in the last section suggested that for the same region in a city, with the increase of differences between two time slots, the crime difference tends to increase. This finding paves us a way to model intra-region temporal correlation.

For two time slots $t_k$ and $t_k + \Delta t$ for a region $r_n$, we propose to minimize the following term to capture temporal correlation based...
on our observation as:

\[ f(\Delta t)\|W_n^k - W_n^{k+\Delta t}\|_1 \]  (2)

where \( f(\cdot) \) is a decay function on \( \Delta t \). Next we discuss the inner work of Eq. (2). When \( \Delta t \) is smaller, indicating that two time slots are closer, \( f(\Delta t) \) is larger, which will push \( W_n^k \) as closer as \( W_n^{k+\Delta t} \).

Note that the \( \ell_1 \)-norm makes it possible to encourage them exactly the same. Similar analysis can be applied to the case when \( \Delta t \) is larger. Eq. (3) contains the terms for all regions over all time slots.

\[ \lambda \sum_{n=1}^{N} \left( \sum_{k=1}^{K-1} \sum_{j=k+1}^{K} f(j-k)\|W_n^k - W_n^j\|_1 \right). \]  (3)

the parameter \( \lambda \) is introduced to control the contribution from the model component to capture intra-region temporal correlation.

Next we discuss a special definition of \( f(\Delta t) \): \( f(\Delta t) = 1 \) if \( \Delta t = 1 \) and \( f(\Delta t) = 0 \), otherwise. Then Eq. (3) can be rewritten as:

\[ \lambda \sum_{n=1}^{N} \sum_{k=1}^{K-1} \|W_n^k - W_n^{k+1}\|_1. \]  (4)

Instead of all pairs of time slots in Eq. (3), Eq. (4) only considers two consecutive time slots. One advantage of Eq. (4) is – it introduces \( O(NK) \) terms rather than \( O(NK^2) \) in Eq. (3). Since we can choose different time granularities such as hours, days, weeks or months, \( K \) can be very large. Therefore, Eq. (4) is more robust to different time granularities. Meanwhile, we empirically find that Eq. (4) and Eq. (3) work very similarly. Thus, we choose Eq. (4) to model intra-region temporal correlation in this work.

Eq. (4) can be rewritten as:

\[ \lambda \sum_{n=1}^{N} \sum_{k=1}^{K-1} \|W_n^k - W_n^{k+1}\|_1 = \sum_{n=1}^{N} \|W_nQ\|_1, \]  (5)

where \( Q \in \mathbb{R}^{K \times (K-1)} \) is a sparse matrix. Specifically, \( Q(k,k) = \lambda \), \( Q(k+1,k) = -\lambda \) for \( k = 1, \cdots, K-1 \) and all the other terms 0. \( W_n = [W_n^1, W_n^2, \cdots, W_n^K] \). We define \( \|X\|_1 \) as \( \sum_{i,j} |x_{ij}| \) in this work.

### 4.3 Modeling Inter-region Spatial Correlation

Inter-region spatial correlation suggests that with the increase of geographical distance of two regions in a city, the crime difference in these regions tends to increase. In this subsection, we will develop a model component to capture this observation.

Similar to intra-region temporal correlation, we propose to minimize the following terms to capture inter-region spatial correlation:

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} g(d_{ij})\|W_i^k - W_j^k\|_1, \]  (6)

where \( d_{ij} \) is the Vincenty distance between region \( r_i \) and region \( r_j \). \( g(d_{ij}) \) is a non-increase function of \( d_{ij} \). When \( d_{ij} \) is smaller, meaning \( r_i \) and \( r_j \) closer, \( g(d_{ij}) \) should be larger that pushes \( W_i^k \) and \( W_j^k \) closer. Similar analysis can be used when \( d_{ij} \) is larger. Above analysis supports that Eq. (6) can model our observations about inter-region spatial correlation. In this work, we find that a power law exponential function of \( q \) works well as:

\[ g(d_{ij}) = d_{ij}^{-H}, \]  (7)

where \( H \) is a regularization parameter controlling the degree of spatial correlation. This spatial penalty automatically encodes Tobler’s first law of geography [30] and imposes a soft constraint that spatially close regions tend to have similar mapping vectors. We can rewrite Eq. (6) as:

\[ \sum_{i=1}^{N} \sum_{j=1}^{N} g(d_{ij})\|W_i^k - W_j^k\|_1 = \|W^kP\|_1, \]  (8)

where \( P \in \mathbb{R}^{N \times N^2} \) is a sparse matrix. Specifically, \( \forall i = 1, \cdots, N, j = 1, \cdots, N \) and \( i \neq j \), we have \( P(i, (i-1) \cdot N + j) = g(d_{ij}), P(j, (i-1) \cdot N + j) = -g(d_{ij}) \) and all the other terms 0. We use \( W^k = [W_i^k, W_j^k, \cdots, W_N^k] \in \mathbb{R}^{M \times N} \) to denote the projection matrix of all regions in the time slot \( t_k \).

### 4.4 An Optimization Method

With model components to capture temporal and spatial correlations, the proposed framework TCP is to solve the following
An illustration of the proposed framework is demonstrated in Figure 3. The first term is the basic model, the second term captures spatial correlations and the third term models temporal correlations.

In this work, we utilize ADMM [2] to optimize the objective function in Eq. (9). We first introduce auxiliary variable matrices $E^k = W^k P$ and $F_n = W_n Q$. Then the optimization formulation becomes:

$$
\min_{W} L = \sum_{k=1}^{K} \sum_{n=1}^{N} (X_n^k W_n^k - y_n^k)^2 + \frac{1}{2} \|W_k P\|_F^2 \quad + \sum_{n=1}^{N} \|W_n Q\|_F^2.
$$

subject to $E^k = W^k P$, $F_n = W_n Q$, $\forall k = 1, \ldots, K$ and $\forall n = 1, \ldots, N$.

Then the scaled form of ADMM objective function of Eq (10) can be written as:

$$
\min_{L_P(W, E, F, U, V)} = \sum_{k=1}^{K} \sum_{n=1}^{N} (X_n^k W_n^k - y_n^k)^2
$$

$$
+ \frac{1}{2} \sum_{k=1}^{K} \|E^k\|_F^2 + \frac{1}{2} \sum_{k=1}^{K} \|W^k P - E^k + U^k\|_F^2
$$

$$
+ \sum_{n=1}^{N} \|F_n\|_F^2 + \frac{1}{2} \sum_{n=1}^{N} \|W_n Q - F_n + V_n\|_F^2.
$$

where $U^k \in \mathbb{R}^{M \times N^2}$ and $V_n \in \mathbb{R}^{M \times (K-1)}$ are scaled dual variable matrices. $\rho$ is a parameter to control the penalty for the violation of equality constraints $E^k = W^k P$ and $F_n = W_n Q$. $\| \cdot \|_F$ is the Frobenius-norm of a matrix. Following the standard ADMM process, the $(t+1)^{th}$ iteration of ADMM optimization of Eq (11) consists of the following five procedures:

$$
W_n^k(t+1) = \arg \min_{W_n^k} L_P(W, E, F, U, V),
$$

$$
E^k(t+1) = S_{\lambda / \rho} \left( W^k(t+1) P + U^k(t) \right),
$$

$$
F_n(t+1) = S_{\lambda / \rho} \left( W_n(t+1) Q + V_n(t) \right),
$$

$$
U^k(t+1) = U^k(t) + W^k(t+1) P - E^k(t+1),
$$

$$
V_n(t+1) = V_n(t) + W_n(t+1) Q - F_n(t+1),
$$

where the soft thresholding operator $S_\alpha$ is defined as

$$
S_\alpha(x) = \begin{cases} 
\alpha & \text{if } x > \alpha \\
0 & \text{if } |x| \leq \alpha \\
0 & \text{if } x < -\alpha 
\end{cases}
$$

In each iteration of ADMM, we leverage Stochastic Gradient Descent (SGD) to update weight matrices. Specifically, in each iteration of ADMM, we randomly select integer $k \in [1, K]$ and integer $n \in [1, N]$, and we approach $n^{th}$ column of weight matrix $W^k$ by deriving the gradient of $L_P(W, E, F, U, V)$ with respect to $W_n^k$ as:

$$
\frac{\partial L_P(W, E, F, U, V)}{\partial W_n^k} = 2(X_n^k W_n^k(t) - y_n^k) \cdot (X_n^k)^T + \rho (W_n^k(t) - E^k(t) + U^k(t)) \cdot (P_n)^T
$$

$$
+ \rho (W_n^k(t) - E^k(t) + U^k(t)) \cdot (Q_n^k)^T.
$$

where $P_n$ is the $n^{th}$ row of $P$ and $Q_k$ is the $k^{th}$ row of $Q$. Thus in each iteration of ADMM, all $W_n^k(k' \neq k \ or \ n' \neq n)$ are fixed. We then use Gradient Descent method with the gradient calculated in Eq (18) to update the current $W_n^k$ until converge. And then we proceed to update $E^k, F_n, U^k$ and $V_n$ with the selected $k$ and $n$.

The detailed ADMM optimization algorithm is shown in Algorithm 1. In Algorithm 1, $\gamma$ is the learning rate. Next, we briefly discuss the algorithm. In line 1, we initialize weight matrices $W^k$, auxiliary variable matrices $E^k$ and $F_n$, and scaled dual variables matrices $U^k$ and $V_n$ randomly, for $k = 1, \ldots, K$ and $n = 1, \ldots, N$ respectively. In each iteration of ADMM, we select integer $k \in [1, K]$ and integer $n \in [1, N]$ randomly in line 3, and first update $W_n^k$ leveraging gradient descent from line 4 to line 7, and then update $E^k, F_n, U^k$ and $V_n$ using aforementioned update rules from line 8 to line 11. After ADMM is convergent, Algorithm 1 will output the well trained weight matrices $W^k$, for $k = 1, \ldots, K$ respectively.

**Algorithm 1** The ADMM Optimization Procedures of the Proposed Framework.

**Input:** The feature matrices $X^k, \forall k = 1, \ldots, K$, the target matrix $Y$, the sparse matrices $P$ and $Q$, the parameter $\rho$ of ADMM

**Output:** The weight matrices $W^k, \forall k = 1, \ldots, K$

1. Initialize $W^k, E^k, U^k$ randomly $\forall k = 1, \ldots, K$ and initialize $F_n, V_n$ randomly $\forall n = 1, \ldots, N$

2. while not converged do
3. Select integer $k \in [1, K]$ and integer $n \in [1, N]$ randomly
4. while not converged do
5. Calculate $\frac{\partial L_p(W, E, F, U, V)}{\partial W_n^k}$ according Eq. (18)
6. Update $W_n^k \leftarrow W_n^k - \gamma \frac{\partial L_p(W, E, F, U, V)}{\partial W_n^k}$
7. end while
8. Update $E^k$ according to Eq. (13)
9. Update $F_n$ according to Eq. (14)
10. Update $U^k$ according to Eq. (15)
11. Update $V_n$ according to Eq. (16)
12. end while

Now we analyze the time complexity of the Algorithm 1. In each iteration of ADMM, the most time consuming part is the SGD procedure. In each iteration of SGD, we calculate $\frac{\partial L_p(W, E, F, U, V)}{\partial W_n^k}$ according to Eq. (18). First we consider the time complexity of $2(X_n^k W_n^k(t) - y_n^k)^T \cdot (X_n^k)^T$, in which $X_n^k W_n^k(t)$ can be computed in $O(M^2)$, then subtracting $y_n^k$ and multiplying $(X_n^k)^T$ can be computed in $O(M)$, so the time complexity of $2(X_n^k W_n^k(t) - y_n^k)^T \cdot (X_n^k)^T$ is $O(M^2 + M)$. For $\rho (W_n^k(t) - E^k(t) + U^k(t)) \cdot (P_n)^T$, since the matrix representation of $P$ is very sparse, i.e., each column of $P$ has at most
4.5 Crime Prediction

The proposed framework TCP can make use of temporal-spatial correlations to learn a $W^k_n$ for each region $r_n$ in the time slot $t_k$. In this subsection, we discuss how to utilize all $\{W^k_n\}$ for crime prediction for a future time slot $t_{K+1}$.

As discussed in Section 2, the feature matrix $X^K$ is constructed based on data in the time slot $t_{K-1}$ instead of $t_K$. Therefore, we can get the feature matrix $X^{K+1}W^K$ using data from the time slot $t_K$. If we can get the mapping vector of $W^{K+1}_n$ for the region $r_n$ in the time slot $t_k$, then we can predict the crime number of $r_n$ in $t_{K+1}$ as $X^{K+1}W^{K+1}_n$. Based on the above process, we boil down the problem as how to utilize all $\{W^{K+1}_n\}_{n=1}^2$ to estimate $W^{K+1}_n$.

According to intra-region temporal correlation, the mapping vector $W^k_n$ should be related to these in its previous time slots. We further assume that $W^k_n$ can be estimated by its $g$ previous time slots as:

$$W^k_n = \alpha_1 W^{k-g}_n + \alpha_2 W^{k-g+1}_n + \cdots + \alpha_g W^{k-1}_n,$$ (19)

the coefficients $\alpha = \{\alpha_1, \alpha_2, \ldots, \alpha_g\}$ are introduced to control the contributions from $\{W^{k-g}_n, W^{k-g+1}_n, \ldots, W^{k-1}_n\}$, separately. We can empirically set values of $\{\alpha_1, \alpha_2, \ldots, \alpha_g\}$. But it is not practical especially when $g$ is large. Therefore, it would be better to develop an algorithm that can automatically estimate these parameters $\alpha$ from the training data. Actually $\alpha$ can be estimated via solving the following optimization problem:

$$\min_{\alpha} \sum_{k=g+1}^K \left( X^{k}_n(\alpha_1 W^{k-g}_n + \alpha_2 W^{k-g+1}_n + \cdots + \alpha_g W^{k-1}_n) - Y^{k}_n \right)^2$$ (20)

Figure 4 depicts an example to demonstrate how we learn $\alpha$ in a region $r_n$. Support that we use $K = 5$ time slots as training data and we want to predict crime number in the time slot 6. Via Algorithm 1, we can learn the mapping vectors $\{W^1_n, W^2_n, W^3_n, W^4_n, W^5_n\}$. In this example, we use previous $g = 2$ time slots to predict $W^6_n$ as $W^6_n = \alpha_1 W^4_n + \alpha_2 W^3_n$. To learn $\{\alpha_1, \alpha_2\}$, we can construct $K-g = 3$ samples, i.e., $W^3_n = \alpha_1 W^1_n + \alpha_2 W^2_n, W^4_n = \alpha_1 W^1_n + \alpha_2 W^2_n$ and $W^5_n = \alpha_1 W^1_n + \alpha_2 W^2_n$. Via solving Eq. (20), we can estimate $\{\alpha_1, \alpha_2\}$. After obtaining $\{\alpha_1, \alpha_2\}$, the crime number in the time slot 6 can be predicted as $X^6 _n(\alpha_1 W^4_n + \alpha_2 W^5_n)$.

For different regions, they may have different temporal patterns. Therefore, after learning the mapping vectors via Algorithm 1 together, we learn the parameters $\alpha$ to estimate $W^{K+1}_n$ for each region, respectively.
TCP learns the model parameters $W^k_r$ for each region $r$ in each time slot $t_k$.

- **Step 3: Crime Number Prediction.** Based on the well trained model $W^k_r$ in Step 2, our system learns parameters to estimate $W^k_{n+1}$ via solving Eq. (20) and performs crime prediction based on $W^k_{n+1}$ for each region for $t_{K+1}$.

## 5 EXPERIMENTS

In this section, we conduct extensive experiments with real-world urban data to evaluate the effectiveness of the proposed framework. We mainly aim to answer the following two questions: (a) how the proposed framework performs compared to representative baselines; and (b) how the temporal and spatial patterns contribute to the performance. We first introduce experimental settings. Then we seek answers to the above two questions. Next we study the impact of important parameters on the performance of the proposed framework. Finally, to further demonstrate the potentials of temporal-spatial information, we investigate more temporal-spatial patterns in addition to intra-region temporal and inter-region spatial correlations.

### 5.1 Experimental Settings

We evaluate our method on the same dataset introduced in Section 3, which is collected from July 1, 2012 to June 30, 2013 (365 days) in New York City with $N = 133$ disjointed regions. In each region, we use data of previous $K$ time slots to train the framework, and predict the crime number of $h$ time slots later. Therefore, for each region, there are in total $K_S = T - K - h + 1$ testing samples where $T$ is the total number of time slots.

The crime prediction performance is evaluated in terms of the average root-mean-square-error (RMSE) of all $N$ regions as:

$$aRMSE = \frac{1}{N} \sum_{n=1}^{N} \frac{1}{K_S} \sum_{k=1}^{K} (\hat{Y}^k_n - Y^k_n)^2$$

where $\hat{Y}^k_n$ is the predicted crime number; while $Y^k_n$ is the observed crime number. In this evaluation, we choose the time slots as days and $K = 5$ because crime numbers are related to recent past. We vary $h$ as $\{1, 7\}$. For the parameters of the proposed framework such as $\lambda$, $\eta$ and $\rho$, we select them via cross-validation. Correspondingly, we also do parameter-tuning for baselines for a fair comparison. We will discuss more details about parameter selection for the proposed framework in the following subsections.

### 5.2 Performance Comparison for Crime Prediction

To answer the first question, we compare the proposed framework with the following representative baseline methods:

- **CSI** [11]: Cubic Spline Interpolation trains piecewise third-order polynomials which pass through crime points of recent $K$ days, and then predicts the crime number in the near future by the trained polynomials.
- **ARMA**: Auto-Regression-Moving-Average is well-known for predicting time series data. ARMA predicts the crime number of a region solely based on the historical crime records of the region, considering the recent $K$ days for a moving average.
- **LASSO** [29]: Lasso tries to minimize the objective function $\frac{1}{2} ||Y^k - X^kW^k||^2_2 + \gamma ||W^k||_1$ and encodes the sparsity over all weights in $W^k$.
- **LR** [26]: Linear Regression is applied for each region individually, which totally overlooks the temporal-spatial correlations.
- **stMTL** [37]: Spatio-Temporal Multi-Task Learning enhances static spatial smoothness regression framework by learning the temporal dynamics of features through an non-parametric term, i.e., $\sum_{m=1}^{M} (\sum_{k=2}^{K} W^k_m - W^{k-1}_m)^2$, where $M$ is the dimension of $W^k$, and $W^k_m$ is the $m$th element of $W^k$.

### Table 1: Overall performance Comparison in terms of aRMSE.

<table>
<thead>
<tr>
<th></th>
<th>1 day</th>
<th>7 days</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSI</td>
<td>13.223</td>
<td>33.562</td>
</tr>
<tr>
<td>ARMA</td>
<td>6.3135</td>
<td>12.2572</td>
</tr>
<tr>
<td>LASSO</td>
<td>2.8210</td>
<td>3.3956</td>
</tr>
<tr>
<td>LR</td>
<td>2.5498</td>
<td>2.8985</td>
</tr>
<tr>
<td>stMTL</td>
<td>2.2356</td>
<td>2.5365</td>
</tr>
<tr>
<td>TCP</td>
<td>1.7205</td>
<td>1.7791</td>
</tr>
</tbody>
</table>

Note that parameters in baselines and our model are determined via cross-validation. More details about parameter selection about our model will be discussed in the following subsections. The results are shown in Table 1. We make following observations:

- All the techniques perform relatively better for short-term prediction (1 day vs. 7 days), which suggests that prediction for the near time is easier than that of distant future. However, our TCP framework is much more robust in distant future prediction than baseline methods.
- ARMA performs better than CSI because ARMA introduces a moving average, which can capture the crime evolving trends once it has been established.
- CSI and ARMA achieve the worse performance than LASSO and LR, since these two methods are only base on the historic crime dataset, while LASSO and LR can incorporate multi-source heterogeneous information.
- stMTL and TCP outperform the other four methods, which demonstrates that the crimes among different regions are indeed correlated.
- TCP performs better than stMTL. stMTL only captures that features cross regions in the same time slot share the same weights; while TCP captures both temporal-spatial correlations. More details about the impact of temporal and spatial correlations in TCP will be discussed in the following subsection.

Via the performance comparison, we can draw an answer to the first question – by modeling temporal-spatial correlations, the proposed framework TCP outperforms representative baselines for crime prediction.
5.3 Impact of Temporal and Spatial Correlations

To study the impact of temporal and spatial correlations on the proposed framework TCP, we systematically eliminate the corresponding model components by defining following variants of TCP:

- TCP−t: This variant is to evaluate the performance of temporal correlations, so we set parameters of spatial correlation as 0, i.e., \( \forall i, j, g(d_{ij}) = 0 \).
- TCP−s: In this variant, we evaluate the performance of spatial correlation, so we eliminate the impact from temporal correlation by setting \( \lambda = 0 \).

The experimental results are demonstrated in Figure 6. From this figure, it can be observed:

- For 1-day prediction, TCP−t outperforms TCP−s significantly, which indicates that \( W_{k+1}^t \) of near future is highly depended on \( W_k^t \) within a region.
- For 7-day prediction, the performance of TCP−t and TCP−s becomes close. This result supports that the temporal correlation becomes weak with the increase of time difference \( \Delta t \).
- TCP outperforms both TCP−t and TCP−s. This observation further supports the importance of temporal-spatial correlations in crime prediction.

The above observations suggest that (a) both temporal and spatial patterns are useful; and (b) they contain complementary information.

5.4 Parametric Sensitivity Analysis

Our method has two key parameters, i.e., \( \lambda \) that controls temporal correlation and \( H \) that controls spatial correlation. To study the impact of these parameters, we investigate how the proposed framework TCP works with the changes of one parameter, while fixing other parameters.

Figure 7 (a) shows the parameter sensitivity of \( \lambda \) in crime number prediction task. The performance for 1-day prediction achieves the peak when \( \lambda = 2 \). In other words, \( W_{k+1}^t \) of near future is highly depended on \( W_k^t \) within a region. For 7-day prediction, performance achieves the peak when \( \lambda = 1 \), which indicates that the temporal correlation becomes weak with the \( \Delta t \) increasing.

For spatial correlation, Figure 7 (b) shows how the performance changes with \( H \). When \( H \to 0, g(d_{ij}) \to 1 \), i.e., all regions are all highly related to each other, or \( H \to +\infty, g(d_{ij}) \to 0 \), i.e., all regions are independent to each other. TCP steadily achieves the best performance when \( H = 0.5 \), which suggests the importance of spatial correlation in crime prediction.

Figure 8 (a) shows how the number of crimes \( \Delta c \) changes with the time difference \( \Delta t \). We note that even though the crime difference \( \Delta c \) tends to increase with the increase of \( \Delta t \), we can see the weekly periodicity that \( \Delta c \) will decrease when \( \Delta t = 7, 14, 21, \ldots \). This means that the crimes in
Monday may be similar on consecutive weeks. Furthermore, Figure 8 (b) shows the average daily crime number from 2006 to 2015. We note that the daily crime number gradually increases from March to September, while gradually decreases from October to February. An interesting observation is that crimes increase before Christmas, but decease dramatically during Christmas and New Year. These suggest that holidays could matter in crime analysis.

Also, motivated by the weekly periodicity of urban crimes, we also want to examine how the spatial distribution of urban crimes varies with respect to days of a week. Figure 9 shows the crime density of NYC from July 1, 2012 to June 30, 2013. From Figure 9, we have following observations: (a) typically, Monday to Thursday share similar spatial distributions of urban crimes, while Friday to Sunday have similar spatial distributions of urban crimes; and (b) Friday has the most uneven distributions, and it is also the most unsafe day in a week.

The aforementioned temporal-spatial patterns can be further captured to improve the crime prediction performance. We will leave it as one future investigation direction.

6 RELATED WORK

In this section, we briefly introduce the work related to our study. In general, the related work can be mainly grouped into the following categories.

The first category is about environmental criminology. In this paper, we analyze the crime prediction problem by incorporating temporal-spatial correlations. Criminal theories such as routine activity theory [7] and rational choice theory [9] suggest that crime distribution is highly determined by time and space. Specifically, according to routine activity theory [7], the union of three elements in time and space are required for a crime to occur: a likely offender, a suitable target and the absence of a capable guardian against crime.

Crimes could be prevented or reduced by interacting with any aspect of the triangle. Rational choice perspective theory [6] focuses upon the offender’s decision making processes with hypothesis that offending is purposive behavior which helps the offender in some way. Furthermore, crime pattern theory [14] is helpful in establishing how people interact with their spatial environment. Awareness theory [5] has suggested that crime has four dimensions: victim, offender, geo-temporal and legal and concentrating on the spatial element of crime is significant to understand the behavior of offenders.

The second category related to this paper is current crime prediction techniques. Typically, current techniques can be classified into three group. The first group of techniques are based on statistical methods. For example, researchers show that there is correlation between the characteristics of a population and the rate of violent crimes [18]. The author in [13] is able to discover a correlation between reported crime census statistics from the South African Police Service and crime events discussed in tweets. While authors in [17] conclude that there is a positive effect of symbolic racism on both preventive and punitive penalties. The second group of techniques are data mining methods. For instance, the author in [16] uses Latent Dirichlet Allocation for learning topics and related terms from tweets and eschews deep semantic analysis in favor of shallower analysis via topic modeling. Another researcher built a crime policing self-organizing map to extract information such as crime type and location from reports to provide for a more effective crime analysis and employs an unsupervised Sequential Minimization Optimization for clustering [1]. Finally, the third group of methods predict crime hotspot from geographical information system perspective. For example, some researchers studied the trend of using web-based crime mapping from the 100 highest GDP cities of the world [22]. The authors conclude that the main factors that
drive numerous crime mapping are e-governance and community policing. Another work proposes a novel Bayesian based prediction model to predict the accurate location of the next crime scene in a serial crime [24].

7 CONCLUSION
In this paper, we propose a novel framework TCP, which captures temporal-spatial correlations including intra-region temporal correlation and the inter-region spatial correlation for crime prediction. TCP utilizes heterogeneous urban sources, e.g., public security data, meteorological data, point of interests (POIs), human mobility data and 311 complaint data. We evaluate our approach with extensive experiments based on real-world urban data about New York City. The results show that (1) our framework can accurately predict crime numbers in the future; (2) temporal-spatial correlations can help crime prediction and (3) more temporal-spatial patterns could be used to advance crime prediction.

There are several interesting research directions. First, in addition to urban sources we used in this work, we would like to investigate more sources. Second, we would like to validate with more temporal-spatial patterns and investigate how to model them mathematically for crime prediction. Finally, the formulation proposed in the work is quite general to capture temporal-spatial correlations; hence we would like to investigate more applications of the proposed formulation.

ACKNOWLEDGEMENTS
This material is based upon work supported by, or in part by, the National Science Foundation (NSF) under grant number IIS-1714741 and IIS-1715940. We also would like to thank Dawei Yin, Xia Hu and Suhang Wang for their helpful discussions.

REFERENCES