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ABSTRACT
Arterial streets serve as the principal undertaker for urban mobility in a typical urban road network. In this paper, we propose a novel decentralized reinforcement learning method for multi-intersection traffic signal control on arterial traffic, by applying reinforcement learning control agents in each intersection. While applying individual control to multi-intersection problems faces many challenges, two main adjustments are made to optimize the overall performance: 1) to provide simple yet novel contextual information to individual agents and 2) to train the RL agents in a transfer learning way. We test our method on synthetic data dataset and show that our proposed method outperforms the state-of-the-art methods. We also interpret the policies learned by our method, which is the first time that the policy learned by the reinforcement learning control agents is interpreted using the traditional transportation coordination method on the arterial.
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1 INTRODUCTION
Recently, reinforcement learning (RL) techniques have been applied to the real-time traffic signal control problem for a single intersection [13, 17, 20, 27, 28]; these efforts have shown that RL might provide superior performance over conventional transportation methods [6, 23]. However, in urban environments, optimizing of signal timings for adjacent traffic signals must be done jointly as signals are often in close proximity, which is commonly known as coordinating signal timings. Failure to do so can lead to decisions being made at one signal that can deteriorate traffic operations at another.

Much effort has been performed to design strategies that explicitly consider coordination between adjacent signals. This includes manually adjust offsets (i.e., time between green signal initiation at adjacent intersections) [3, 22, 26], coordinated graphs for information sharing between intersections [16, 27], or simply using a single, central agent to control all the intersections simultaneously [5]. However, explicitly coordinating in this way offers many drawbacks. Current coordinated control requires prior knowledge of traffic patterns and road length to calculate optimal offsets, road structure information to build a coordinated graph, etc. The obtained solutions are specific to the road network structure. When these features change (e.g., when new intersections are considered), the prevailing coordination policy must be created again. Centralized approaches can alleviate this but these result in large-scale optimization problems that are often not computationally feasible, especially in real-time. Information sharing approaches also rely on large communications networks to share information between signals, and such information is not feasible to obtain. Thus, a central question becomes: can traffic signal controls operating locally with limited information sharing be able to properly coordinate operations on arterials?

The paper proposes a method that implicitly provides coordination through a decentralized RL approach with respect to the following questions: a) for an individual intersection, what information needs to be shared with its neighbors to ensure coordination? b) How can multiple intersections learn together in a computationally efficient manner to optimize the performance of the system? To address the first question, in this paper we propose to use deep reinforcement learning (DRL) to control the traffic signal with provable state (using the distribution of the vehicle on the approaching and receiving lanes as contextual information) and reward (using queue length) design, while existing decentralized RL methods usually propose ad-hoc state and reward designs [2, 7, 8, 10, 29]. For the second question, learned knowledge is transferred from simpler to more complex arterial systems. The simpler systems serve as subproblems of the more complex systems [25] and this we can reuse knowledge optimized for the simpler systems (e.g., Q-function of RL) for each subproblem in the more complex systems without learning from scratch.

We carefully examine this method under an arterial setting with common signal control strategies that were noted in the transportation field [21]. Specifically, we compare our method with the optimal coordination strategy obtained from the transportation field, which provides a green wave in which vehicles do not have to stop while traversing the arterial. Under the synthetic data where providing a green wave is the optimal solution, the proposed RL method can achieve the same performance and automatically form a green wave, which validates our effectiveness in achieving coordination.

In summary, our contributions are as follows:
• We propose that without explicit coordination strategy, RL method through contextual information and transfer learning can also achieve the effect of coordination.
• We interpret our RL policy in connection with traditional transportation methods. Under a well-designed experiment setting where there is a closed form optimal solution that has been mathematically justified by transportation theories, we prove that our state and reward design can achieve the same optimal solution theoretically and empirically.
• We conduct experiments on both light and heavy traffic, and the results show that our method outperforms various baseline methods.

2 RELATED WORK

Individual traffic signal control. Individual traffic signal control has been investigated extensively in the field of transportation. These methods try to optimize the travel time or delay of vehicles [4, 12, 14, 24], building on the assumption that vehicles are arriving and moving in a specific pattern. Recently, reinforcement learning based methods attempt to address this problem by directly learning from the data [19, 29]. Earlier work using tabular Q-learning [1, 9] can only deal with discrete state representations. Recent work using deep Q-learning [17, 27, 28] and policy gradient [20] can cope with more complex continuous state representation and hence have shown better performance.

Conventional coordinated traffic signal control. Conventional coordinated control usually requires the intersections to have the same cycle length, and traffic of selected movements is facilitated through modifying the offset (i.e., the time interval between the beginnings of green lights) between consecutive intersections. In grid networks with homogeneous blocks, like in dense downtown areas, the coordination can be achieved by setting a fixed offset among all intersections [26]. However, few networks are so uniform for such simple treatments. It is not an easy task to even provide coordination along an arterial, given traffic of opposite directions usually cannot be facilitated simultaneously. To solve this problem, some optimization-based methods (e.g., TRANSYT [22], Maxband [18]) and traffic control systems (e.g., SCATS and SCOOT) are developed to minimize vehicle travel time and/or number of stops at multiple intersections [15]. However, such approaches still rely on assumptions to simplify the traffic condition and do not guarantee optimal results in the real world.

RL-based coordinated traffic signal control. Since recent advances in RL improve the performance on isolated traffic signal control [27, 28], efforts have been performed to design strategies that cooperate multiple RL agents. [16] and [27] consider explicit coordination mechanisms between learning agents using coordination graphs, extending [29] using the max-plus algorithm. [30] and [11] propose to use hierarchical multi-agent RL for global optimization on traffic signal control. Since all the above methods need to negotiate between the agents in the whole network, they are computationally expensive.

There is also a line of studies that use individual RL agents to control the traffic signals in the multi-intersection system [2, 7, 10]. These methods are more scalable since each agent makes its own decision based on the information from itself and neighboring intersections without explicit coordination. Our proposed method also follows this direction. However, none of the existing studies provides the theoretical justification on their state and reward design in connection with traditional transportation methods.

3 METHOD

In this section, we first present our context-aware RL design and then we discuss how to transfer knowledge between agents for more efficient learning.

3.1 Model framework: DRL agent with context

Our individual RL agent follows the state-of-the-art RL framework on a single intersection, namely IntelliLight [28]. The most significant difference is in the state and reward design, where we add context features on approaching and receiving lanes into state representation to realize coordination and use queue length in reward design.

Design of agent. We specify the design of three components in RL:

• State. Three kinds of features are included in our state: current phase \( P \) and the total number of vehicles \( N_i \) on approaching lane \( i \) which are included in [28], and a feature about contextual information - the distribution of vehicles \( D_i \) on approaching lanes. Without losing generality, in this paper, each lane \( i \) is equally binned into \( K \) segments by their relative position to the center of the intersection. Then \( D \) is a tuple \(< D_{i1}, \ldots, D_{iK}>\) with each element calculated by the number of vehicles on each segment. \( k = 1 \) indicates the farthest segment to the intersection and \( k = K \) indicates the closest segment to the intersection. In this paper, we have \( K = 3 \), where each lane is binned into 3 segments. We prove that more than two segments would be efficient to describe the context, detailed in Section 3.2.

• Action. The action is defined as \( a = 1 \): change the light to next phase, and \( a = 0 \): keep the current phase.

• Reward. Our reward is defined as a sum of queue length \( L \) over all approaching lanes, where \( L \) is calculated as the total number of waiting vehicles on the given lane. A vehicle with a speed of less than 0.1 m/s is considered waiting.

Justification of state and reward design. In existing literature [13, 17, 27, 28], the state includes various kinds of features, including current phase, number of vehicles on road, delay, queue length, duration, image representation of vehicle position, etc. However, none of them theoretically justify which ones are useful. Intuitively, coordinating the traffic signals along an arterial mainly includes two decisions: a) phase split and b) offset. In our state definition, queue length helps decision (a), and the context information helps decision (b). Intuition suggests the information is sufficient for the traffic signal coordination. Going beyond intuition, we can also prove that the features we used in state definition are capable of describing the environment for an individual RL agent to learn a cooperation strategy.

Coordinating the traffic signals along arterial tries to minimize the average travel time (or equivalently delay) of vehicles under uniform traffic. We can prove that by setting reward as queue length,
optimizing the reward individually is equal to optimizing the global average travel time.

3.2 Justification of state and reward definition

In this section, we will justify the choices of reward function and state features in our RL method by connecting them to the traditional transportation models.

Example: Our system is a corridor with two 4-way intersections shown in Figure 1. We examine the dynamics on the approaching lane of length \( l \). Assume the vehicles can either run at a constant speed \( u \) or stop and wait, there is no time lost due to phase change, and there is no traffic generated within the system. For intersection \( j \), the incoming traffic flow rate is \( f_{in}^{(j)} \) vehicles per second. When there is a green light, vehicles will discharge at a rate of \( f_{out}^{(j)} \) vehicles per second. The queue length is denoted as \( L \). The vehicles have fixed routes once they enter the system. In above example, \( f_{in} \) is the cycle length. Then we have \( q_{0} = q_{0} + C \). To see why this is the case, assume the queue lengths are not the same. Then, the queue length will either increase to infinity (which violates our assumption that the system is stable) or decrease to 0 and become stable.

For a single intersection, the goal of our method is to optimize its total travel time. When there is no time loss due to phase change, the total travel time of all vehicles \( t_D \) equals to the time \( t_f \) vehicles spend on free speed \( u \), plus the time vehicles spend on queuing \( t_q \):

\[
t_D = t_f + t_q
\]  

For \( t_f \), once the vehicle have a fixed routing, \( t_f \) is fixed. In other words, no matter what strategy we use to control the traffic signal, \( t_f \) is a fixed period of time that vehicles have to spend within the system. In above example, \( t_f \) for a vehicle in an intersection equals to \( l/u \).

For \( t_q \), the total travel time of all vehicles during the cycle \( C \) equals to the integral of the number of queuing vehicles \( L(t) \) with respect to time \( t \), from \( t_0 \) to \( t_0 + C \). In discrete time, we have:

\[
t_q = \int_{t_0}^{t_0+C} L(t) \, dt = \sum_{t=t_0}^{t_0+C} L_t
\]

Here, \( L_t \) is the sum of queue length over all approaching lanes at time \( t \), approximated by the definition of our reward function.

Optimizing queue length individually is equal to optimizing the queue lengths of system when there is no spill-back. Since we adopt a decentralized control approach where each agent takes action individually, to achieve the goal of minimizing the travel time globally, we need to clarify the decision boundary of the optimality for individual level control.

For the total system with \( J \) intersections, when there is no spill-back (the phenomenon that a queue on a downstream link affects the possible output volume of the upstream link or links connected to it), the queue length \( L_j \) of an intersection \( j \) results from its own control only. Therefore, the optimization of the queue length in total system \( L_{all} \) could be treated individually:

\[
\min L_{all} = \min \sum_{j} L_j = \sum_{j} \min L_j
\]  

Note that since in most real-world scenarios, the spill-back cannot be effectively alleviated by any control strategy as the demand exceeds the capacity of the intersection. Therefore, the non-spill-back assumption is reasonable and Equation 3 holds for most cases.

Phase, queue length, contextual information are sufficient to describe the dynamic of environment. In [28] and other literature, the representation of state \( s \) includes various kinds of features, including current phase, number of vehicles on road, delay, queue length, duration, image representation of vehicle position, etc. However, the state should be chosen such that \( a \) the agent has all the information it needs to make a good decision and \( b \) there is little superfluous information.

Intuitively, coordinating the traffic signals along a corridor basically includes two decisions: 1) phase split and 2) offset. In state definition, phase and queue length helps decision-1, and the context information helps decision-2. So intuition suggests the features this paper uses are sufficient for the traffic signal coordination.

Going beyond intuition, we show that the dynamics of the intersection described in the example can be fully determined by those three variables, the number of vehicles \( N_i \) on the lane \( i \) and phase \( P \), along with the contextual features \( D = < D_{i,1}, \ldots, D_{i,K} > \), where \( D_{i,k} \) is the number of vehicles on the road segment \( k \) of lane \( i \) \( (k = 1, \ldots, K) \). Here, without loss of generality, we only consider one lane \( i \) in intersection \( j \), because the dynamics of all the lanes could be described in the same way. We denote the incoming traffic flow rate \( f_{in}^{(j)} \) of intersection \( j \), the discharging rate \( f_{out}^{(j)} \), the number of vehicles \( N_i \) on lane \( i \), the number of vehicles \( D_{i,k} \) on segment \( k \) of lane \( i \), current phase of intersection \( j \), as \( f_{in}, f_{out}, N, D_k \), and \( P \) for simplicity.

For lane \( i \), let \( P_t = 1 \) indicates that a green light is on for the lane, and 0 otherwise. Then, the transition models of the lane from transportation theory are:

\[
N_{t+1} = N_t + f_{in} - f_{out} \times P_t
\]

\[
P_{t+1} = P_t \times (1 - a_t) + (1 - P_t) \times a_t
\]

For segment \( K \) closest to the intersection in lane \( i \), assuming there is no new traffic generated on the lane, we have:

\[
D_{K,t+1} = D_{K,t} + D_{K-1,t} - f_{out} \times P_t
\]

Above equations could be used to describe the dynamics of system states. Note that there are three variables that may not be known to the agent, \( f_{in}, f_{out} \) and \( \Delta t \), but they can be inferred from learning:

- \( f_{in} \) can be estimated by the agent from \( v_j \) at any timestamp when the red light is on: \( f_{in} = v_j \cdot \Delta t \), for \( P_t = 0 \);
- \( f_{out} \) can then be estimated when the green light is on: \( f_{out} = N_{i,t} - N_{i,t+1} + f_{in}, \forall t: P_t = 1 \);
This will distinguish the decision process for different phases, pre-
Transfer RL agents for multi-intersection from existing knowledge to new network. Similar agents in traffic flow network can be transferred. Left to right: Transfer from isolated intersection to a 2-intersection corridor, from 2-intersection to 3-intersection corridor, from 3-intersection to 4-intersection corridor.

The free-flow speed on the road segments in above settings is set to 40 kilometers/hour. Every time the green phase switches, a 5-second combined yellow and all-red time are followed to clear the intersection.

**Evaluation metric.** Following existing studies, we use the average travel time to evaluate the performance (other measures show similar performance and are not shown here due to space limit), which calculates average travel time the vehicles spent within the system (in seconds). This is the most frequently used measure for traffic signal performance in the transportation field.

**Compared methods.** We compare our model with the following methods, whose detailed configuration can be found in the cover letter. It should be noted that all methods are carefully tuned and their best results are reported.

- **Fixedtime** [23]: Fixed-time with random offset. The offsets are randomly selected to mimic an arterial without any coordination.
- **GreenWave** [23] is a closed-form solution under uniform one-way traffic, providing green waves for one direction on the arterial. This is the most classical method in the transportation field to implement coordination. However, GreenWave is only optimal in terms of average travel time for uniform one-way traffic on the arterial.
- **Maxband** [18] provides the green wave for two directions on the arterial.
- **GRL** [27] is a coordinated reinforcement learning approach for multi-intersection control by designing a coordination graph and learning the joint local Q-function for two adjacent intersections.
- **IntelliLight** [28] is an individual deep reinforcement learning approach. This method does not consider context information.

We denote our proposed method as **CTRL**. Our proposed method without transfer learning is denoted as **CRL**.

**Traffic flow dataset.** In the traffic flow dataset, each vehicle in the traffic flow dataset is described as \((o, t, d)\), where \(o\) is origin location, \(t\) is time, and \(d\) is destination location. Locations \(o\) and \(d\) are both

<table>
<thead>
<tr>
<th>Demand pattern</th>
<th>Arterial demand (cars/h)</th>
<th>Side-road demand (cars/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidirectional</td>
<td>300</td>
<td>90</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>150</td>
</tr>
</tbody>
</table>

locations on the road network. Traffic data is taken as input for the simulator. Uniform traffic with turning movements is utilized as synthetic traffic with two different arrival rates on the arterial: 300 vehicles/hour/lane (light traffic) and 500 vehicles/hour/lane (heavy traffic). The arrival rates on the side streets are 30% of the arterial. All the vehicles on approaching lanes will have 20% of possibility to turn left and 20% turning right. Since all the traffic is uniform and evenly split among lanes, the demand in Table 1 is equal to critical lane volume ratios in the system, which is practically used to determine the phase split in field.

### 4.2 Experiment Results

#### 4.2.1 Overall performance.
Table 2 shows the average travel time performance on synthetic and real-world data. Our proposed method **CTRL** achieves the best performance compared with state-of-the-arts, including the methods with explicit coordination strategies (GreenWave, Maxband and GRL). This demonstrates that, even without explicit coordination, our RL agents can learn the coordination implicitly. Our proposed method consistently outperforms IntelliLight on both datasets. This indicates that our proposed state and reward design is effective for multi-intersection traffic signal control.

#### 4.2.2 Efficacy of transferred knowledge.
We compare a variation of our method to validate the effectiveness of transferred knowledge. In the lower part of Table 2, we can see that with transferred
Table 2: Performance of adopted methods w.r.t average travel time on a 4-intersection arterial. Lower the better.

<table>
<thead>
<tr>
<th></th>
<th>Synthetic light</th>
<th>Synthetic heavy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Transportation baselines</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fixedtime</td>
<td>77.51</td>
<td>91.93</td>
</tr>
<tr>
<td>GreenWave</td>
<td>67.26</td>
<td>67.20</td>
</tr>
<tr>
<td>Maxband</td>
<td>71.20</td>
<td>65.93</td>
</tr>
<tr>
<td><strong>RL baselines</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GRL</td>
<td>67.59</td>
<td>84.87</td>
</tr>
<tr>
<td>IntelliLight</td>
<td>65.28</td>
<td>68.68</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRL</td>
<td>64.79</td>
<td>65.36</td>
</tr>
<tr>
<td>CTRL</td>
<td>64.78**</td>
<td>65.34**</td>
</tr>
</tbody>
</table>

* Maxband is not applicable on the one-way arterial.
** denotes a significance with p-value < 0.05 over the second best model (except our variant) based on a two-tailed paired t-test.

knowledge, CTRL consistently outperforms CRL under both synthetic and real-world traffic dataset in terms of average travel time, while the gap between them grows larger under real-world traffic.

![Figure 4: Cycle length entropy on traffic configurations](image)

To further investigate the efficacy of transferred knowledge, we conduct detailed experiments under synthetic traffic. We also use entropy of cycle length to measure the steadiness of reinforcement learning agents. Under uniform traffic, a lower entropy indicates a more converged condition for reinforcement learning agents. Results in Figure 4 show that CTRL shows a lower entropy than CRL under both light and heavy traffic situations. This is because the knowledge transferred serves as good initialization to help the model converge faster.

4.2.3 Generality of RL agent. To test the generality of our RL method, we compare our method CTRL with state-of-the-art methods under following different settings:

**Large scale arterial.** In this experiment, an arterial with 10 homogeneous intersections is utilized to test the performance of different methods on large scale arterial. As shown in Figure 5(a), CTRL outperforms all other baselines under both light and heavy traffic.

**Grid network.** Compared with arterials, people may also concern about the overall traffic light control for an grid network. To validate the potential of our model in the grid network, we also deploy our model on a 3 × 3 grid network. In this network, we consider the horizontal roads as arterials. As shown in Figure 5(b), CTRL outperforms all other baselines under both light and heavy traffic.

![Figure 5: Performance of different methods w.r.t average travel time on different road networks. (a): A 10-intersection arterial. (b): A 3 × 3 grid network. (c) A 2-intersection arterial with different lane length. (d) A 2-intersection arterial with different number of legs.](image)

**Heterogeneous intersections.** We also employ our model to arterials with heterogeneous intersections. Specifically, two different kinds of heterogeneous intersections are investigated. One is an arterial with two heterogeneous intersection, where one intersection has 300-meter long roads and the other has 150-meter long roads. The other kind is a 2-intersection arterial where one intersection has four legs and the other has three legs. For intersections with different legs, we use zero-padding to fill in the missing values. As is shown in Figure 5(c) and (d), our method performs consistently better than other baselines.

4.3 Case Study: Learning Green Wave

As stated in Section 3.1, our definition of state and reward is sufficient for an RL algorithm to learn the optimal policy under uniform traffic flow. Here we validate it by using the synthetic setting where conventional coordination method GreenWave can form a green wave for traffic along the arterial and is an optimal solution as stated in [23]. In our experiments, the optimal offset given by GreenWave should be approximately 30 seconds.

**Overall performance.** As shown in Figure 6(a), CTRL outperforms all the other baseline methods and achieves almost identical performance with the optimal solution GreenWave.

**Learned policy.** We further interpret the policy learned by CTRL in the form of a time-space diagram, as shown in Figure 6(b). In the time-space diagram, the trajectory of a vehicle on the arterial always move from left to right and from bottom to top. Vehicles traversing green waves will always travel at their free-flow speed. As is shown in Figure 6(b), the traffic signals controlled by our method can automatically form green waves along the arterial. An exemplary green wave is highlighted as the green sloped area in Figure 6(b). A demo of the policy learned by our agent can be found at: https://bit.ly/2IqDVUV.
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In this paper, we propose a novel RL method for multi-intersection traffic signal control on the arterials with provable state and reward design. We also demonstrate the superior performance of our method over state-of-the-art methods. Specifically, we draw a connection between reinforcement learning with conventional transportation control methods.

We also acknowledge the limitations of our current approach and possible future directions could be the following. We can extend the tested arterial to the network level. The authors would expect increased computational cost while introducing more agents; however, our RL model is still elegant as there is no need for further model modifications. Also, currently our model is tested on a simulation environment, thus the feedbacks of control is also simulated. A field study is needed to validate our method in the real-world environment.
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Figure 6: Overall performance and learned policy of proposed method under uniform one-way traffic. Left: Average travel time of all baseline methods. Maxband is not included since it does not work under one-way traffic. Right: Time-space diagram with signal timing plans to illustrate the green waves learned by CTRL. The green-yellow-red bands represent the change of traffic signal along the arterial. Each line in space-time diagram stands for one vehicle’s trajectory.