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Abstract
Crowdsourcing utilizes human ability by distributing tasks to a large number of workers. It is especially suitable for solving data clustering problems because it provides a way to obtain a similarity measure between objects based on manual annotations, which capture the human perception of similarity among objects. This is in contrast to most clustering algorithms that face the challenge of finding an appropriate similarity measure for the given dataset. Several algorithms have been developed for crowdclustering that combine partial clustering results, each obtained by annotations provided by a different worker, into a single data partition. However, existing crowdclustering approaches require a large number of annotations, due to the noisy nature of human annotations, leading to a high computational cost in addition to the large cost associated with annotation. We address this problem by developing a novel approach for crowdclustering that exploits the technique of matrix completion. Instead of using all the annotations, the proposed algorithm constructs a partially observed similarity matrix based on a subset of pairwise annotation labels that are agreed upon by most annotators. It then deploys the matrix completion algorithm to complete the similarity matrix and obtains the final data partition by applying a spectral clustering algorithm to the completed similarity matrix. We show, both theoretically and empirically, that the proposed approach needs only a small number of manual annotations to obtain an accurate data partition. In effect, we highlight the trade-off between a large number of noisy crowdsourced labels and a small number of high quality labels.

Introduction
Crowdsourcing is a new business model that has grown rapidly in recent years. It provides an easy and relatively inexpensive way to accomplish small-scale tasks, such as Human Intelligence Tasks (HITs), and to effectively utilize human capabilities to solve difficult problems. Typically, in a crowdsourcing scenario, each human worker is asked to solve a part of a big problem, and a computational algorithm is then developed to combine the partial solutions into an integrated one. Crowdsourcing has been exploited by a number of machine learning tasks (e.g., classification, clustering and segmentation) that require object (e.g., image) labeling or annotation (Tamuz et al. 2011; Wauthier and Jordan 2011; Karger, Oh, and Shah 2011; Raykar and Yu 2011; Yan et al. 2011; Vijaynarasimhan and Grauman 2011; Welinder et al. 2010).

In this work, we focus on crowdclustering that applies the crowdsourcing technique to data clustering. Given a collection of objects to be clustered, a subset of objects is first sampled in each HIT, and a worker is asked to annotate the subset of objects in the HIT based on their own opinion. The annotation task can either be grouping objects based on their similarities or describing individual objects by multiple keywords; the annotation results are usually summarized in the form of pairwise constraints. The keyword annotation is transformed into binary pairwise constraints by checking if two objects share common annotated keywords. The results of each HIT, which can be considered as a (partial) local clustering of the objects in that HIT, are then combined to form a data partitioning of the entire data set.

The main advantage of crowdclustering is that it explores the crowdsourcing technique to address one of the key challenges in data clustering, namely how to define the similarity measure between objects. A typical clustering algorithm measures the similarity between two objects (data points) based on their attributes, which often does not reflect human perception of inter-object similarity. In contrast, crowdclustering utilizes human power in acquiring pairwise similarities by asking each worker to perform clustering on a subset of objects, thereby defining a similarity measure between pairs of objects based on the percentage of workers who put them into the same cluster.

The core of crowdclustering is to combine the partial clustering results, generated by individual workers, into a complete data partition. One way to address this challenge is ensemble clustering (Fred and Jain 2002; Strehl and Ghosh 2002), as suggested in (Gomes et al. 2011). There are, however, two special challenges in applying ensemble clustering to the crowdclustering problem. First, since each worker can only deal with a subset of the entire dataset, only partial clustering results are available in the ensemble for combination. This is in contrast to most ensemble clustering studies that require a clustering of the complete dataset from individual partitions. Second, since different human workers may have different clustering criterion, they may produce various partial clustering results. This usually introduces a significant amount of noise and inter-worker variations in their cluster-
ing results. As a consequence, we often observe a large number of uncertain data pairs for which about half of the human workers put them into the same cluster while the other half do the opposite. These uncertain data pairs can mislead the ensemble clustering algorithms to create inappropriate data partitions.

To address the potentially large variations in the pairwise annotation labels provided by different workers (i.e. whether or not two objects should be assigned to the same cluster), a Bayesian generative model was proposed for crowdclustering in (Gomes et al. 2011). It explicitly models the hidden factors that are deployed by individual workers to group objects into the same cluster. The empirical study in (Gomes et al. 2011) shows encouraging results in comparison to the projects into the same cluster. The empirical study in (Gomes et al. 2011) shows encouraging results in comparison to the

The key idea of the proposed algorithm is to derive a partially observed similarity matrix from the partial clustering results generated by individual workers, where the entries associated with the uncertain data pairs are marked as unobserved. A matrix completion algorithm is applied to complete the partially observed similarity matrix by filtering out the unobserved entries. Finally, a spectral clustering algorithm (Ng, Jordan, and Weiss 2001) is applied to the completed similarity matrix to obtain the final clustering. Below, we describe in detail the two key steps of the proposed algorithm, i.e., the filtering step that removes the entries associated with the uncertain data pairs from the similarity matrix, and the matrix completion step that completes the partially observed similarity matrix.

The notations described below will be used throughout the paper. Let \( N \) be the total number of objects that need to be clustered, and \( m \) be the number of HITs. We assume that the true number of clusters in the data is known a priori. \(^1\)

Given the partial clustering result from the \( k \)-th HIT, we define a similarity matrix \( W^k \in \mathbb{R}^{N \times N} \) such that \( W^k_{ij} = 1 \) if objects \( i \) and \( j \) are assigned to the same cluster, 0 if they are assigned to different clusters, and \(-1\) if the pairwise label for the two objects can not be derived from the partial clustering result (i.e. neither object \( i \) nor object \( j \) is used in the HIT). Finally, given a subset of object pairs \( \Delta \subset \{(i, j), \ i, j = 1, \ldots, N\}^2 \), we define a matrix projection operator \( P_\Delta : \mathbb{R}^{N \times N} \rightarrow \mathbb{R}^{N \times N} \) that takes a matrix \( B \) as the input and outputs a new matrix \( P_\Delta(B) \in \mathbb{R}^{N \times N} \) as

\[
[P_\Delta(B)]_{ij} = \begin{cases} B_{ij}, & (i, j) \in \Delta \\ 0, & \text{otherwise.} \end{cases}
\]

This projection operator is to guarantee that only the reliable entries in the matrix can be projected into the space where we apply matrix completion.

Filtering Entries with Unlabeled and Uncertain Data Pairs

The purpose of the filtering step is to remove the uncertain data pairs from the manual annotations. To this end, given the \( m \) similarity matrices \( \{W^k\}_{k=1}^m \) obtained from individual workers, we first compute matrix \( A = [A_{ij}] \in \mathbb{R}^{N \times N} \) as the average of \( \{W^k\}_{k=1}^m \), i.e.,

\[
A_{ij} = \frac{1}{m} \sum_{k=1}^{m} \frac{W^k_{ij}I(W^k_{ij} \geq 0)}{\sum_{j=1}^{N} W^k_{ij}I(W^k_{ij} \geq 0)} \sum_{l=1}^{m} I(W^l_{ij} \geq 0) > 0, \text{ otherwise}
\]

where \( I(z) \) is an indicator function that outputs 1 when \( z \) is true and zero, otherwise. We introduce the indicator function \( I(W^k_{ij} \geq 0) \) in the above equation so that only the labeled pairs of objects will be counted in computing \( A \).

Since \( A_{ij} \in [0, 1] \) for a labeled data pair (i.e. \( A_{ij} \geq 0 \)) measures the percentage of HITs that assign objects \( i \) and \( j \) to the same cluster, it can be used as the basis for the uncertainty measure. In particular, we define the set of reliable data pairs whose labelings are agreed upon by the percentage of workers as

\[
\Delta = \{(i, j) \in [N] \times [N] : A_{ij} \geq 0, A_{ij} \notin \{d_0, d_1\}\}
\]

where \( d_0 < d_1 \in [0, 1] \) are two thresholds that will be determined depending on the quality of the annotations. We

\(^1\)We can relax this requirement by estimating the number of clusters via some heuristic, by considering the number of clusters as the rank of the completed matrix \( A \).

\(^2\)The detailed definition of \( \Delta \) would be given in the next subsection.
then construct the partially observed similarity matrix $\tilde{A}$ as follows

$$
\tilde{A}_{ij} = \begin{cases} 
1 & (i, j) \in \Delta, A_{ij} \geq d_1 \\
0 & (i, j) \in \Delta, A_{ij} \leq d_0 \\
\text{unobserved} & (i, j) \notin \Delta
\end{cases}
$$

(2)

**Completing the Partially Observed Matrix**

The second step of the algorithm is to reconstruct the full similarity matrix $A^* \in \mathbb{R}^{N \times N}$ based on the partially observed matrix $\tilde{A}$. To this end, we need to make several reasonable assumptions about the relationship between $A$ and $A^*$.

A simple approach is to assume $\tilde{A}_{ij} = A^*_{ij}, \forall (i, j) \in \Delta$; in other words, assume that all the observed entries in matrix $A$ are correct. This, however, is unrealistic because $A$ is constructed from the partial clustering results generated by different workers, and we expect a significant amount of noise in individual clustering results. Thus, a more realistic assumption is $\tilde{A}_{ij} = A^*_{ij}$ for most of the observed entries in $\Delta$. We introduce the matrix $E \in \mathbb{R}^{N \times N}$ to capture the noise in $\tilde{A}$, i.e.,

$$
P_\Delta(A^* + E) = P_\Delta(\tilde{A}),
$$

(3)

where $P_\Delta$ is a matrix projection operator defined in (1). Under this assumption, we expect $E$ to be a sparse matrix with most of its entries being zero.

The assumption specified in equation (3) is insufficient to recover the full similarity $A^*$ as we can fill the unobserved entries (i.e., $(i, j) \notin \Delta$) in $A^*$ with any values. An additional assumption is needed to make it possible to recover the full matrix from a partially observed one. To this end, we follow the theory of matrix completion (Candès and Tao 2010) by assuming the full similarity $A^*$ to be of low rank. It was shown in (Jalali et al. 2011) that when the similarity matrix $A^*$ is constructed from a given clustering (i.e. $A^*_{ij} = 1$ when objects $i$ and $j$ are assigned to the same cluster and zero, otherwise), its rank is equal to the number of clusters. As a result, when the number of clusters is relatively small compared to $N$, which is typically the case, it is reasonable to assume $A^*$ to be of low rank.

Combining the two assumptions ($E$ is sparse and $A$ is of low rank) together leads to the following approach, to recover the full similarity matrix $A^*$ from the partially observed matrix $\tilde{A}$. We decompose $\tilde{A}$ into the sum of two matrices $E$ and $A^*$, where $E$ is a sparse matrix that captures the noise in $\tilde{A}$ and $A^*$ is a low rank matrix that gives the similarity between any two objects. Based on this idea, we cast the matrix recovery problem into the following optimization problem

$$
\min_{A', E} \|A'\|_1 + C\|E\|_1 \text{ s.t. } P_\Delta(A' + E) = P_\Delta(\tilde{A})
$$

(4)

where $\|X\|_1 = \sum_{ij} |X_{ij}|$ is the $\ell_1$ norm of matrix $X$ that measures the sparsity of $X$. Parameter $C > 0$ is introduced to balance the two objectives, i.e., finding a low rank similarity matrix $A'$ and a sparse matrix $E$ for noise. Section 3.3 presents an approach to automatically determine the value of $C$.

One problem with the objective function in (4) is that it is non-convex because $\text{rank}(\cdot)$ is a non-convex function (Candès and Tao 2010). It is therefore computationally challenging to find the optimal solution for (4). To address this challenge, we follow (Candès and Tao 2010) and replace $\text{rank}(L)$ in (4) with its convex surrogate $\|A'\|_*$, the trace norm of matrix $A'$. This allows us to relax (4) into the following convex optimization problem

$$
\min_{A', E} \|A'\|_* + C\|E\|_1 \text{ s.t. } P_\Delta(A' + E) = P_\Delta(\tilde{A}).
$$

(5)

We use the efficient first order algorithm developed in (Lin et al. 2010) to solve the optimization problem in (5).

A theoretical question is whether the similarity matrix obtained by (5) is close to the true similarity matrix $A^*$. Our theoretical analysis gives a positive answer to this question. More specifically, under appropriate conditions about the eigenvectors of $A^*$ (assumptions A1 and A2 given in the appendix), $A^*$ can be perfectly recovered by (5) if the number of noisy data pairs is significantly smaller than the number of observed data pairs. More details of our theoretical analysis can be found in the appendix.

Given the completed similarity matrix $A^*$ obtained from (5), we apply the spectral clustering algorithm (Ng, Jordan, and Weiss 2001) to compute the final data partition, which is essentially an application of $k$-means algorithm (MacQueen and others 1967) to the data projected into the space of the top $r$ eigenvectors of $A^*$. Compared to the other kernel based clustering methods (e.g., kernel $k$-means), spectral clustering is more robust to the noise in the similarity matrix due to the projection of data points into the space spanned by the top eigenvectors.

**Selecting Parameter Values**

Parameter $C$ in (5) plays an important role in deciding the final similarity matrix. Since no ground truth information (true cluster labels) is available to determine $C$, we present a heuristic for estimating the value of $C$.

We assume that the $N$ objects to be clustered are roughly evenly distributed across clusters; a similar assumption was adopted in normalized cut algorithm (Shi and Malik 2000). Based on this assumption, we propose to choose a value of $C$ that leads to the most balanced distribution of objects over different clusters. To this end, we measure the imbalance of data distribution over clusters by computing

$$
\sum_{i,j=1}^N A^*_{i,j} = 1^T A^*,
$$

where $1$ is a vector of all ones.

Our heuristic is to choose a value for $C$ that minimizes $1^T A^*$. The rationale behind the imbalance measurement $1^T A^*$ is the following: Let $N_1, \cdots, N_r$ be the number of objects in the $r$ clusters. Since $1^T A^* = \sum_{k=1}^r N_k^2$ and $\sum_{k=1}^r N_k = N$, without any further constraints, the optimal solution that minimizes $1^T A^*$ is $N_i = N/r, i = 1, \ldots, r$, the most balanced data distribution. Hence, $1^T A^*$, to some degree, measures the imbalance of data distribution over clusters. The experimental results show that this heuristic works well. (Due to space limitation, we omit the comparison between different $C$ values in the experiments section.)
Experiments

In this section, we first demonstrate empirically that the proposed algorithm can achieve similar or better clustering performance as the Bayesian approach for crowdclustering (Gomes et al. 2011) with significantly lower running time. We further show that, as we reduce the number of pairwise labels, either by reducing the number of workers, or by reducing the number of HITs performed by each worker, the proposed algorithm significantly outperforms the Bayesian approach.

Data Sets

Two image data sets are used for clustering:

- **Scenes Data Set**: This is a subset of the larger Scenes image data set (Fei-Fei and Perona 2005) which has been used in the previous study on crowdclustering (Gomes et al. 2011). It is comprised of 1,001 images belonging to 13 categories. Figure 1 shows sample images of each category from this data set. To obtain the crowdsourced labels, 131 workers were employed to perform HITs. In each HIT, the worker was asked to group images into multiple clusters, where the number of clusters was determined by individual workers. Pairwise labels between images are derived from the partial clustering results generated in HITs. The data we used, including the subset of images and the output of HITs, were provided by the authors of (Gomes et al. 2011).

- **Tattoo Data Set**: This is a subset of the Tattoo image database (Jain, Lee, and Jin 2007). It contains 3,000 images that are evenly distributed over three categories: human, animal and plant. Some sample images of each category in the Tattoo data set are shown in Figure 2. Unlike the Scenes data set where the objective of HIT was to group the images into clusters, the workers here were asked to annotate tattoo images with keywords of their choice. On average, each image is annotated by three different workers. Pairwise labels between images are derived by comparing the number of matched keywords between images to a threshold (which is set to 1 in our study).

Baseline and evaluation metrics

Studies in (Gomes et al. 2011) have shown that the Bayesian approach performs significantly better than the ensemble clustering algorithm (Strehl and Ghosh 2002), and Non-negative Matrix Factorization (NMF) (Li, Ding, and Jordan 2007) in the crowdclustering setting. Hence, we use the Bayesian approach for crowdclustering as the baseline in our study.

Two metrics are used to evaluate the clustering performance. The first one is the normalized mutual information (NMI for short) (Cover and Thomas 2006). Given the ground truth partition $C = \{C_1, C_2, \ldots, C_r\}$ and the partition $C' = \{C'_1, C'_2, \ldots, C'_r\}$ generated by a clustering algorithm, the normalized mutual information for partitions $C$ and $C'$ is given by

$$NMI(C, C') = \frac{2MI(C, C')}{H(C) + H(C')}$$

where $MI(X, Y)$ represents the mutual information between the random variables $X$ and $Y$, and $H(X)$ represents the Shannon entropy of random variable $X$.

The second metric is the pairwise F-measure (PWF for short). Let $A$ be the set of data pairs that share the same class labels according to the ground truth, and let $B$ be the set of data pairs that are assigned to the same cluster by a clustering algorithm. Given the pairwise precision and recall that are defined as follows

$$\text{precision} = \frac{|A \cap B|}{|A|}, \quad \text{recall} = \frac{|A \cap B|}{|B|},$$

the pairwise F-measure is computed as the harmonic mean of precision and recall, i.e.

$$PWF = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}.$$

Both NMI and PWF values lie in the range $[0, 1]$ where a value of 1 indicates perfect match between the obtained partition by a clustering algorithm and the ground truth partition and 0 indicates completely mismatch. Besides clustering accuracy, we also evaluate the efficiency of both algorithms by measuring their running time. The code of the
Experimental results with full annotations

To evaluate the clustering performance of the proposed algorithm, our first experiment is performed on the Scenes and Tattoo data sets using all the pairwise labels derived from the manual annotation process. For both data sets, we set \( d_0 \) to 0. We set \( d_1 \) to 0.9 and 0.5 for the Scenes and Tattoo data sets, respectively. Two criteria are deployed in determining the value for \( d_1 \): (i) \( d_1 \) should be large enough to ensure that most of the selected pairwise labels are consistent with the cluster assignments, and (ii) it should be small enough to obtain sufficiently large number of entries with value 1 in the partially observed matrix \( \tilde{A} \). Table 1 summarizes the clustering performance and running time (CPU time) of both algorithms.

We observed that for the Scenes data set, the proposed algorithm yields similar, though slightly lower, performance as the Bayesian crowdclustering algorithm but with significantly lower running time. For the Tattoo data set, the proposed algorithm outperforms the Bayesian crowdclustering algorithm in both accuracy and efficiency. The higher efficiency of the proposed algorithm is due to the fact that the proposed algorithm uses only a subset of reliable pairwise labels while the Bayesian crowdclustering algorithm needs to explore all the pairwise labels derived from manual annotation. For example, for the Scenes data set, less than 13% of image pairs satisfy the specified condition of “reliable pairs”. The small percentage of reliable pairs results in a rather sparse matrix \( \tilde{A} \), and consequently a high efficiency in solving the matrix completion problem in (4). The discrepancy in the clustering accuracy between the two data sets can be attributed to the fact that many more manual annotations are provided for the Scene dataset than for the Tattoo data set. As will be shown later, the proposed algorithm is more effective than the Bayesian method with a reduced number of annotations.

We also examine how well the conditions specified in our theoretical analysis (see Appendix) are satisfied for the two image data sets. The most important condition used in our analysis is that a majority of the reliable pairwise labels derived from manual annotation should be consistent with the cluster assignments (i.e. \( m_1 - m_0 \geq O(N \log^2 N) \)). We found that for the Scenes data set, 95% of the reliable pairwise labels identified by the proposed algorithm are consistent with the cluster assignments, and for the Tattoo data set, this percentage is 71%.

We finally evaluate the significance of the filtering step for the proposed algorithm. First, we observe that a large portion of pairwise labels derived from the manual annotation process are inconsistent with the cluster assignment. In particular, more than 80% of pairwise labels are inconsistent with the cluster assignment for the Scenes data set. Figure 2 shows some example image pairs that are grouped into the same cluster by more than 50% of the workers but are assigned to different clusters according to the ground truth.

To observe how the noisy labels affect the proposed algorithm, we fix the threshold \( d_0 \) to be 0, and vary the threshold \( d_1 \) used to determine the reliable pairwise labels from 0.1 to 0.9. Table 2 shows the performance and running time of the proposed algorithm as a function of different threshold values and the percentage of 1 entries in the matrix \( A \) that are consistent with the cluster assignments for the Scenes data set.

Baseline algorithm was provided by the authors of (Gomes et al. 2011). Both the baseline algorithm and the proposed algorithm were implemented in MATLAB and run on an Intel Xeon 2.40 GHz processor with 64.0 GB of main memory.

### Table 1: Clustering performance and running time of the proposed algorithm (i.e. matrix completion) and the baseline algorithm (i.e. Bayesian method) on two data sets

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Scenes Data Set</th>
<th>Tattoo Data Set</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NMI</td>
<td>PWF</td>
</tr>
<tr>
<td>Matrix Completion</td>
<td>0.738</td>
<td>0.584</td>
</tr>
<tr>
<td>Bayesian Method</td>
<td>0.764</td>
<td>0.618</td>
</tr>
</tbody>
</table>

### Table 2: Performance of the proposed clustering algorithm as a function of different threshold values and the percentage of 1 entries in the matrix \( A \) that are consistent with the cluster assignments for the Scenes data set

<table>
<thead>
<tr>
<th>Threshold ( d_1 )</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consistency percentage</td>
<td>18.02%</td>
<td>28.10%</td>
<td>35.53%</td>
<td>43.94%</td>
<td>61.79%</td>
</tr>
<tr>
<td>NMI</td>
<td>0.507</td>
<td>0.646</td>
<td>0.678</td>
<td>0.700</td>
<td>0.738</td>
</tr>
<tr>
<td>PWF</td>
<td>0.327</td>
<td>0.412</td>
<td>0.431</td>
<td>0.445</td>
<td>0.584</td>
</tr>
</tbody>
</table>

![Sample image pairs that are grouped into the same cluster by more than 50% of the workers but are assigned to different clusters according to the ground truth.](Image 88x589 to 185x634)

![Table 1: Clustering performance and running time of the proposed algorithm (i.e. matrix completion) and the baseline algorithm (i.e. Bayesian method) on two data sets](Image 197x589 to 304x632)

![Figure 3: Sample image pairs that are grouped into the same cluster by more than 50% of the workers but are assigned to different clusters according to the ground truth.](Image 425x589 to 524x633)
to 0.9. Table 2 summarizes the clustering performance of the proposed algorithm for the Scenes data set with different values of $d_1$ and the percentage of resulting reliable pairwise labels that are consistent with the cluster assignments. Overall, we observe that the higher the percentage of consistent pairwise labels, the better the clustering performance.

**Experimental results with sampled annotations**

The objective of the second experiment is to verify that the proposed algorithm is able to obtain an accurate clustering result even with a significantly smaller number of manual annotations. To this end, we use two different methods to sample the annotations: for the Scenes data set, we use the annotations provided by 20, 10, 7 and 5 randomly sampled workers, and for the Tattoo data set, we randomly sample 10%, 5%, 2% and 1% of all the annotations. Recall that for the Tattoo data set we have only 3 annotators per image. Then we run both the baseline and the proposed algorithm on the sampled annotations. All the experiments in this study are repeated five times, and the performance averaged over the five trials is reported in Figure 4 (due to space limitation, we only report the NMI values).

As expected, reducing the number of annotations deteriorates the clustering performance for both the algorithms. However, the proposed algorithm appears to be more robust and performs better than the baseline algorithm for all levels of random sampling. The robustness of the proposed algorithm can be attributed to the fact that according to our analysis, to perfectly recover the cluster assignment matrix, the proposed algorithm only requires a small number of reliable pairwise labels (i.e. $O(N \log^2 N)$). In contrast, the Bayesian crowdclustering algorithm requires a large number of manual annotations to overcome the noisy labels and to make a reliable inference about the hidden factors used by different workers to group the images. As a consequence, we observe a significant reduction in the clustering performance of the Bayesian approach as the number of manual annotations is decreased.

**Conclusion and Discussion**

We have presented a matrix completion framework for crowdclustering. The key to the proposed algorithm is to identify a subset of data pairs with reliable pairwise labels provided by different workers. These reliable data pairs are used as the seed for a matrix completion algorithm to derive the full similarity matrix, which forms the foundation for data clustering. Currently, we identify these reliable data pairs based on the disagreement among workers, and as a result, a sufficient number of workers are needed to determine which data pairs are reliable. An alternative approach is to improve the quality of manual annotations. Given that our matrix completion approach needs only a small number of high quality labels, we believe that combining appropriately designed incentive mechanisms with our matrix completion algorithm will lead to greatly improved performance.

In (Shaw, Horton, and Chen 2011), the authors discussed different incentive mechanisms to improve the quality of work submitted via HITs. In particular, they studied a number of incentive mechanisms and their effect on eliciting high quality work on Turk. They find that a mechanism based on accurately reporting peers' responses is the most effective in improving the performance of Turkers. As part of our future work, we plan to investigate the conjunction of appropriate incentive mechanisms with clustering algorithms for this problem. Another direction for our future work is to combine the pairwise similarities obtained by HITs and the object attributes.
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**Appendix A: Theoretical Analysis for Perfect Recovery using Eq. 5**

First, we need to make a few assumptions about $A^*$ besides being of low rank. Let $A^*$ be a low-rank matrix of rank $r$, with a singular value decomposition $A^* = UΣV^T$, where $U = (u_1,\ldots,u_r) \in \mathbb{R}^{N \times r}$ and $V = (v_1,\ldots,v_r) \in \mathbb{R}^{N \times r}$ are the left and right eigenvectors of $A^*$, satisfying the following incoherence assumptions.

- **A1** The row and column spaces of $A^*$ have coherence bounded above by some positive number $μ_0$, i.e.,
  \[ \max_{i \in [N]} \|P_U(e_i)\|_2^2 \leq \frac{μ_0r}{N} \quad \text{and} \quad \max_{i \in [N]} \|P_V(e_i)\|_2^2 \leq \frac{μ_0r}{N} \]
  where $e_i$ is the standard basis vector.

- **A2** The matrix $E = UV^T$ has a maximum entry bounded by $\frac{μ_1 \sqrt{r}}{N}$ in absolute value for some positive $μ_1$, i.e.,
  \[ |E_{i,j}| \leq \frac{μ_1 \sqrt{r}}{N}, \quad \forall (i, j) \in [N] \times [N], \]
  where $P_U$ and $P_V$ denote the orthogonal projections on the column space and row space of $A^*$, respectively, i.e.,
  \[ P_U = UU^T, \quad P_V = VV^T \]

To state our theorem, we need to introduce a few notations. Let $ξ(A')$ and $μ(A')$ denote the low-rank and sparsity incoherence of matrix $A'$ defined by (Chandrasekaran et al. 2011), i.e.,

\[ ξ(A') = \max_{E \in T(A'), \|E\|_1 \leq λ} \|E\|_∞ \]
\[ μ(A') = \max_{E \in Ω(A'), \|E\|_∞ \leq λ} \|E\| \]

where $T(A')$ denotes the space spanned by the elements of the form $u_kv_j^T$ and $xv_j^T$, for $1 \leq k \leq r$, $Ω(A')$ denotes the space of matrices that have the same support to $A'$, $\|\cdot\|_∞$ denotes the spectral norm and $\|\cdot\|_∞$ denotes the largest entry in magnitude.

**Theorem 1.** Let $A^* \in \mathbb{R}^{N \times N}$ be a similarity matrix of rank $r$ obeying the incoherence properties (A1) and (A2), with $μ = \max(μ_0, μ_1)$. Suppose we observe $m_0$ entries of $A^*$ recorded in $A$ with locations sampled uniformly at random, denoted by $S$. Under the assumption that $m_0$ entries randomly sampled from $m_0$ observed entries are corrupted, denoted by $Ω$, i.e., $A^*_ij \neq A^*ij, (i,j) \in Ω$. Given $P_S(A) = P_S(A^* + E^*)$, the matrix $E^*$ corresponds to the corrupted entries in $Ω$. With

\[ μ(E^*)ξ(A^*) ≤ \frac{1}{4r + 5}, \quad m_1 - m_0 ≥ C_1 μ^4 n(\log n)^2, \]

and $C_1$ is a constant, we have, with a probability at least $1 - N^{-c}$, the solution $(A', E') = (A^*, E^*)$ is the unique optimizer to (5) provided that

\[ \frac{ξ(A') - (2r - 1)ξ^2(A')μ(E^*)}{1 - 2(2r + 1)ξ(A')μ(E^*)} < \lambda < \frac{1 - (4r + 5)ξ(A')μ(E^*)}{(r + 2)μ(E^*)} \]

We skip the proof of Theorem 1 due to space limitation. As indicated by Theorem 1, the full similarity matrix $A^*$ can be recovered if the number of observed correct entries (i.e., $m_1$) is significantly larger than the number of observed noisy entries (i.e., $m_0$).