










three sublayers as described above. In the first age, the agent
looks at each image and updates its internal state in the Y
layer. In the Z area, there is a neuron who’s corresponding
action is to do nothing. During the first age, the agent only
updates this neuron in the Z area. In the second stage, the
agent learns the difference between pain and sweet. For each
image, we update the portion of the Y area that corresponds to
serotonin, or pain. Then we update the portion of the Y area
that corresponds to dopamine, or sweet. Ages one and two act
similar to the training stage of LCA, but they update different
portions of the Y and Z areas. In the third age, our program
tries to guess the class of the image. On its first guess, it acts
similar to the testing stage of LCA. If that guess is wrong, then
the next input to the agent is its wrong guess and serotonin.
The Z area then updates its unbiased neuron for this class.
After the agent learns that it guessed wrong, it continues to
try until it guesses right. Once the agent guesses correctly, the
agent receives its correct guess and dopamine. The Z area for
the correct class is updated several times to strengthen that
connection. The forth age is very similar to the testing stage
of LCA. We give the agent input images and test whether it
gives the correct class or not. Once the agent responds to all
of the images, we output its accuracy.

V. EXPERIMENTAL RESULTS

In the first two ages, as expected, the Y neurons connected
to their neighbors so that neurons with similar weights started
to fire together and those with different weights were prevented
from firing together. While by far the simplest age, age one
where neurons connect and associate with laziness turned out
to be one of the most essential stages. As explained in more
depth below, too much time in this stage caused connections
to be so strong that the tendency to be lazy was very difficult
to overcome. Too little time in this stage however caused the
phenomenon of neighbors firing together to fail to develop and
the neurons were not developed enough to learn in age three.

Age two further strengthened the neural connections and
introduced the Y area to the two neurotransmitters used.

After these first two ages we ended up with strong connec-
tions and unbiased Y neurons that had weights corresponding
with the input images that were most likely to cause them to
fire.

Due to the fact that initialization of the Y neurons as well
as the sample input images were random, a problem is the
very real possibility of a certain class being under-represented
in these first two stages which can cause problems in the next
age where guesses are made. Similarly, over-representation
can cause misclassification in age three where minor feature
differences get magnified and also cause inaccurate guesses.
The only way to overcome these problems is with an extended
age three training period.

One of the key aspects of our experimentation was the
correct handling of the neurotransmitters. Since so little is
known about the exact biological and physiological impact
of both serotonin and dopamine, we were forced to work with
little guidance with respect to these. Current research does

Fig. 3. X weights of the Y neurons denoting which Y neurons correspond
to which face input When an input face is received in X the top three of
these neurons fire and update their weights to simulate Hebbian Learning.
The remaining neurons stay unchanged.

seem to indicate a strong initial concentration and a gradual
dilution when one or the other is released [3], [6]. Because
of this, we decided to send in a full pain or sweet signal of
one when punishing or rewarding then let the reduction of the
signal be gradual and consistent.

For the serotonin we choose to reduce the pain signal by a
small fraction that provided enough time for all other classes
to fire before this one fired again. This decision prevented
the same few incorrect neurons from taking turns firing and
preventing the correct class from ever getting an opportunity
to fire, get a reward, and strengthen the association. Even
if the correct class turned out to be the worst match at the
beginning of age three, it did end up getting the necessary
disposition to fire. Towards the beginning of age three there
were several misclassifications for each image as there was
no predisposition for the correct class to fire; indeed the
predisposition was for laziness, which had been promoted, in
the first few ages. The behavior of the neurons for the first fifty
or so guesses started off as a strategic try-all pattern where the
do nothing tendency fired, received pain, then the first class
fired, received pain, and continued up until the correct neuron



Fig. 4. Serotonin levels in the first ten neurons for twenty guesses towards the
beginning of training. The signal starts strong and gradually decreases until
there is no more serotonin preventing firing. At this point if the previously
suppressed neuron is the best match and can overcome any reward associated
with another class, it will have the opportunity to re-fire.

fired and was rewarded. As expected, this behavior became
more scarce as the neurons adapted and were able to correctly
determine which class they represented.

With dopamine we chose to make the decrease still gradual
but faster so that this does not reward the correct class in future
guesses.

After several random input images were presented to the
Y neurons to guess, a pattern started to emerge where only
a select few Y neurons firing would automatically cause the
associated Z neuron to fire. As this pattern got reinforced with
more training, the do nothing neuron was over-powered by
the correct neuron and ceased to fire. In general, the neurons
that were neither over-represented, having more than fifteen
active Y neurons, nor under-represented, having less than five
active neurons were the best guessers. In this case, the active
Z neuron weights were strong enough to produce a strong
response and the same Y neurons tended to fire together which
further enhanced the response.

One of the phenomena briefly mentioned above is the poten-
tial over-tendency to do nothing if too much time was spent in
the first two ages where this was the only available action. Too
much time strengthened the Y neurons and strongly associated
them with this lazy action. Even with only a moderate time
spent in these ages produced a strong tendency that was very
difficult to overcome and resulted in multiple images being
stuck in this classification even if plenty of guessing and
reinforcement training was pursued . Noticing that the only
misclassifications in age four when we tested was the do
nothing action which was strengthened in the first two ages but

Fig. 5. Y weights of the Z neurons signifying which neurons fire for which
class. The first square represents the weights of the neuron for the do nothing
action. Each of the following neuron weights are those for a specific class and
show which Y neurons were most likely to cause them to fire. White represents
a high tendency while black represents a low or non-existent tendency. The
last five square were unused neurons.

never fired in age three, we included an option to reduce the
weights of a neuron if serotonin was present. Due to the lack
of conclusive evidence regarding the role of serotonin in some
aspects of neuromodulation, we were unable to determine the
viability of this function in physiology.

Overall, with a rather modest 500 random training images
in age one and 300 random age two images for both sweet and
pain, we got rather conclusive and positive results. We tested
the classification before any age three training was done and it
came as no surprise that background was the unanimous guess.
We then retested it after every training cycle with fifty test
images using the option to reduce weights as well as without
this option and continued to do this until we had trained with
a total of 1000 age three images.

Both with the reduction option on and off, training got off
to a similar start and we account for the variance to be due
to the random aspect of the training input. In both cases our
developmental program rapidly converged to a less than ten
percent error rate after only 150 images.

After this, the instance that had the reduction option on
achieved a perfect recognition and stayed perfect for the
duration of training-testing cycles.

The instance with the reduction option disabled was slightly
more sporadic but still remained under the five percent error
mark. Throughout all of the cycles, all of the testing images
were correctly classified at least once and the few misclassi-
fications were all due to the same five classes, which took
turns misclassifying. In some instances it seemed that one
correct classification for a face resulted in a misclassification
of another face in the same class. While each class had perfect
classification at some point during the early testing, this was



Fig. 6. Error rate in recognition for testing with different training durations
and different neural mechanisms.

rather inconsistent for some classes. With enough training
and testing however, we do eventually end up with perfect
classification. It simply takes much longer with some of the
classes that were unfortunate in age one and had their tendency
to be lazy strengthened more than was necessary. Eventually
enough iterations of supervision strengthens the correct class
neuron enough to over-power the do nothing action and thus
suppress it. Without the option to reduce weights with the
presence of serotonin this convergence simply takes much
longer.

VI. CONCLUSIONS AND DISCUSSION

We proposed a neuromorphic motivational system to be
embedded into the Developmental Network. We tested the
motivated network for the task of classification of well-framed
face images.

By mimicking only two of the neuromodulatory transmitters
in the brain we were able to train our program to correctly
identify faces with a very high level of confidence and without
ever imposing the correct action on the motor neurons. This
provides a framework for an emergent system to autonomously
learn using punishment and reward.
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