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Abstract—Modern localization techniques allow ground vehicle robots to determine their position with centimeter-level accuracy under nominal conditions, enabling them to utilize fixed maps to navigate their environments. However, when localization measurements become unavailable, the position accuracy will drop and uncertainty will increase. While research and development on localization estimation seeks to reduce the severity of these outages, the question of what actions a robot should take under high localization uncertainty is still unresolved, and can vary on a platform-by-platform and mission-by-mission basis. In this paper, we exploit localization uncertainty measures to adapt system control parameters in real time. Offline, we optimize non-linear activation functions whose control parameters and relevant weights are trained and evolved using Evolutionary Algorithm (EA). Subsequently, in real time, we apply the optimized adaptation functions to the controller look-ahead distance and intermediate linear and angular velocity commands, which we identify as the most sensitive to localization error. Evolutionary runs are conducted in which a simulated target vehicle is tasked with following a randomly generated path while minimizing cross-track error, with time varying localization uncertainty added. These runs produce situation-dependent weights for parameters to the adaptation functions, which are transferred to the physical platform, a 1:5-scale autonomous vehicle. In simulation, our system was able to reduce cross-track error, which in certain cases exceeds 250 centimeters on non-adapted systems, to below 15 centimeters on average using EA-derived weights and parameters applied to our proposed adaptation system. Evaluation on the physical platform demonstrates that without the adaptation module in place, the platform is unable to successfully follow the path; with the adaptation module, the platform automatically adjusts its velocity and look-ahead distance to compensate for localization uncertainty.
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I. INTRODUCTION

The capabilities of automated ground vehicle robots have advanced significantly over the past two decades, with many companies planning to release automated vehicles commercially in the near future. However, a question highly relevant to autonomous vehicles remains unanswered: What actions are appropriate for a vehicle to take when its localization uncertainty exceeds acceptable thresholds? For autonomous vehicles, centimeter-order uncertainty is required to safely utilize lane center information for path planning purposes [1]. However, the appropriate action under a given level of uncertainty will depend on the specific platform and environment.

Solutions to this problem attempt to maintain acceptable localization estimates when world-referenced positioning is reduced or unavailable. Localization results from Global Navigation Satellite System (GNSS) alone are generally not used for automated vehicle navigation, as commonly encountered environments such as tunnels and urban canyons can reduce the accuracy of or even outright block GNSS positioning capabilities. Inertial Navigation Systems (INS) fuse the global-frame localization results from GNSS with local odometry and sensor data, such as Inertial Measurement Unit (IMU) data, to produce a continuous localization estimate through the use of Kalman filters [2], factor graphs [3], or other techniques. Since local sensor and odometry data is subject to process and sensor noise, causing the estimate to lose accuracy over time, typically these errors are periodically corrected with global reference data such as that from GNSS. However, if GNSS is denied or otherwise unavailable, the localization errors will continue to grow unbounded. If localization uncertainty exceeds a certain point, successfully following paths defined in the global reference frame becomes difficult and potentially hazardous, if not impossible. While much research has focused on reducing localization uncertainty and error, and a limited body of work addresses localization uncertainty on platforms that are permitted to explore their environments [4], there is limited research on adapting to localization uncertainty into path-following platforms with limited capacity for error.

In this paper, we investigate the application of evolutionary search to determine how robot platforms should respond to high localization uncertainty, as well as whether a non-linear activation function can effectively adapt the system in such situations. In the process, we determine what adaptations, if any, reduce operational error during periods of high localization uncertainty, and at what level(s) of uncertainty each adaptation activates. The target platform for this study, shown in Figure 1, is a 1:5-scale vehicle based on an open platform developed for the study of autonomous driving [5]. Evolutionary runs conducted using a simulation model of this vehicle revealed sets of adaptation parameters that each performed better under intermittent uncertainty, than a non-adaptive system; indeed, in some cases the non-adaptive sys-
tem was unable to perform path following at all. Experiments on the physical platform confirmed these results under actual changes in localization uncertainty.

![Figure 1](Image)

Fig. 1. MSU EvoRally, a 1:5-scale vehicle constructed at Michigan State University, based on AutoRally, an open platform developed by researchers at Georgia Tech [5].

This work contributes two specific ideas: (1) the use of non-linear adaptation functions as specific implementations for localization uncertainty that can be applied to system inputs, parameters, and outputs in real time, and (2) the use of EAs to evaluate these adaptations for applicability and determine their optimal values. The adaptation equations can be applied to a variety of different platforms and platform components, and the EA scales well to an increasing number of these adaptation parameters.

The remainder of this paper is organized as follows. Section II provides background on the localization problem and evolutionary robotics. Section III describes the experimental setup, including details of the MSU EvoRally platform, the evolutionary search framework, the localization uncertainty model, and the specific parameters exposed to evolutionary pressures. Section IV presents the results of the evolution runs, and Section V describes validation on the physical vehicle. Finally, Section VI draws conclusions and discusses possible future directions.

II. BACKGROUND AND RELATED WORK

We begin by providing background on the localization problem and evolutionary search as applied to robotics.

A. Localization in Ground Vehicle Robots

Precision localization is an important function for ground vehicle robots; with centimeter-level accuracy, ground vehicle robots can navigate previously mapped lanes on roadways [1], which simplifies lane keeping down to a path following problem. Aqel et al. [6] point out that while several techniques fulfill the accuracy requirement, each has trade-offs. For example, Real-Time Kinematic (RTK) GNSS and other differential GNSS techniques can reduce standard satellite navigation uncertainty to centimeter or millimeter range, but require an unobstructed view of the sky. Inertial Navigation Systems (INSs) can provide short-term dead reckoning estimates using accelerometers in the absence of other data, but are prone to drift over long periods of time. Lidar can report precise distances to surrounding objects, which can be used for lidar map-based localization [7] or for odometry generation through Simultaneous Localization and Mapping (SLAM) [8]. However, these methods may not work well for areas with few vertical features [9]. Cameras can be used to generate odometry information, but substantial compute power is needed to process the images, and this approach is sensitive to environmental conditions such as weather. Moreover, monocular camera odometry could contain a non-static scale uncertainty that can cause errors in the visual odometry estimate [10]. Even if multiple techniques are fused, localization errors can arise if one or more technique is subject to high uncertainty, or if a technique becomes unavailable due to equipment failure.

Given the potential vulnerabilities of all localization systems, it is important that ground vehicle robots have the ability to detect increases in localization uncertainty and respond appropriately. While many techniques are able to report uncertainty, the appropriate response will vary by platform, application, and mission. For instance, probabilistic approaches have been shown to be effective in mapping uncertain environments, but primarily target robotic platforms that are permitted to explore their environments, such as interplanetary rovers [4]. In this paper, we explore the potential role of evolutionary algorithms (EAs) as a means to find parameter values for adapting to localization uncertainty on platforms required to follow specific paths with high precision.

B. Evolutionary Robotics

Modern robots are highly complex: a small change to a parameter of a single subsystem might produce significant changes in performance. For example, a small adjustment of gain in a controller on a robot could cause the entire system to exhibit undesirable behavior, such as oscillatory motion around the desired control signal. The optimal value for this gain could in turn be influenced by other factors in other subsystems. Tuning a robot’s parameters can be a tedious, manual task, which has driven research on alternative ways to find optimal, or at least suitable, sets of parameters.

Researchers in the field of evolutionary robotics (ER) [11] have sought to harness the search capabilities of EAs in designing the control and morphology of robots. By operating in an open-ended manner, unconstrained by human preconception and bias, these algorithms can find unconventional solutions to problems as well as reveal situations that might cause the system to fail [12], [13]. In order to avoid damage to physical robots, evolution is usually conducted in simulation. A typical approach uses a genetic algorithm (GA) to optimize characteristics (e.g., controller parameters, sensor configurations) of the robot. Each individual in a population represents a possible software/hardware configuration of the target platform, whose performance is evaluated with respect to a fitness function. Those individuals with high fitness are selected to pass genes to the next generation. Over generations, performance of the task improves and eventually
plateaus, yielding one or more potential solutions, which can then be tested in physical robots. Differences between simulated performance and actual performance, referred to as the reality gap [14]–[17], are analyzed and used to modify the simulation models. The process is repeated until a satisfactory solution is produced.

EAs are not the only optimization method that can be used to optimize parameters for robotics applications. In addition to classical methods, machine learning-based techniques such as gradient descent and reinforcement learning (RL) have been used to develop and optimize control systems. However, gradient descent-based algorithms are difficult to parallelize [18], and RL techniques typically use gradient descent to optimize parameters, whereas EAs are much more conducive to decentralized evaluation. While RL can incorporate EAs to perform parameter search [19], we opted to use EAs directly to discover optimal parameters.

C. Evo-ROS

Evolutionary approaches have yielded effective designs for terrestrial, aquatic, and aerial robots [11]. However, ER robots and their environments tend to be relatively simple, due in part to the high computational cost of evolutionary runs. Moreover, using simplified models increases the reality gap. Recently, Silva et al. [20] addressed this issue and pointed out the benefits of using tools from the mainstream robotics community in ER simulations. For example, an increasing number of robotic systems and autonomous vehicles utilize software infrastructures based on the Robot Operating System (ROS) [21]; an advantage of ROS is that code developed and tested for a simulated robot can be deployed and executed directly on the corresponding physical robot.

Simon et al. [22] recently developed Evo-ROS, which extends evolutionary search to robots whose software infrastructure is based on ROS. Evo-ROS currently uses the Gazebo physics-based simulator, which is often coupled with ROS and provides tested models of many commercially-available hardware components, although other simulators could be used. Evo-ROS has previously been applied to increase robustness of ground vehicle robots by optimizing sensor placement and redundancy in the presence of component failure and damage [22]. In addition to optimizing physical characteristics of the platform, Evo-ROS can be used to optimize software components and parameters. For example, Langford et al. [23] combined Evo-ROS with novelty search [24] in order to optimize the throttle controller on EvoRally, the target platform of the current study.

III. EVOLUTIONARY PROCESS AND DESIGN

Our experiments were conducted in two stages. The first stage constituted Evo-ROS runs with the simulated robot in order to find weights for adaptation parameters based on simulated localization uncertainty. In the second stage, we tested those parameters on a physical robot platform to determine how these adaptation parameters affect performance and whether the evolved adaptation produced a system that was more robust to localization uncertainty.

A. Ground Vehicle Platform

Although the proposed approach is applicable to many autonomous vehicles, the demonstration system in this study is the MSU EvoRally vehicle shown in Figure 1. EvoRally is based on the open-source AutoRally platform developed at Georgia Tech; Goldfain et al. have published a comprehensive description of their system’s hardware and software [5]. The vehicle’s chassis is borrowed from a gas-powered 1:5 scale remote-controlled truck; the engine is replaced with an electric motor, and many mechanical components are replaced with stronger versions to accommodate the weight of computing equipment and sensors. A custom compute box houses a quad-core processor, 32GB RAM, 2TB SSD, and a GPU for real-time image processing. Sensors include a high-precision IMU, RTK GNSS, Hall-effect rotation sensor on each wheel, and two front-facing machine vision cameras; the completed vehicle weighs 46 lbs and has a top speed of 60 mph. Our platform was built with similar hardware specifications as the one described in [5], with changes made to attach and integrate a different GNSS receiver, among other modifications. For the Evo-ROS simulation of the vehicle, we reused and expanded simulation code developed by the Georgia Tech group.

As noted above, the vehicle’s software infrastructure is based on ROS, where individual functions are realized as separate executables, enabling us to easily exchange components such as controllers with off-the-shelf or experimental software. For this study, we replaced the default ROS navigation stack and implemented the platform’s path following software as a two stage controller. The first controller stage utilizes a Pure-Pursuit based algorithm implemented previously by the Autoware project [25]. The algorithm takes an input path and converts it into a desired linear and angular velocity, or twist, based on a point on the path chosen in front of the platform; the distance to this point is known as the look-ahead distance, and the chosen point the look-ahead point. In the second stage, this twist is converted into platform-specific throttle, steering, and braking commands using a proportional-integral-derivative (PID) controller. The traditional Pure Pursuit algorithm computes the look-ahead point deterministically using either a fixed look-ahead distance, or a simple varying look-ahead distance that depends on a measure such as current vehicle speed [26]. Similarly, even though the twist command output from the Pure Pursuit algorithm is derived from the vehicle’s current position and is implicitly sensitive to localization error, traditional PID controllers do not incorporate localization uncertainty as a parameter used to calculate platform-specific commands.

While PID controllers may not be as robust for path following as other types of controllers, such as Model Predictive Control (MPC) controllers, our PID-based controller is adaptable to different platforms, and only requires modification of the specific output commands and tuning the gains of the PID controller. In addition, MPC-based controllers for
ground vehicles incorporate similar parameters such as look-ahead distance [27] that could be adapted in real time using our proposed method and optimized using EAs. While this two-stage control method works well when the measured and/or estimated position is accurate, inaccurate localization data can result in poor path following performance, potentially putting at risk the vehicle, its surroundings, or bystanders.

B. Adaptation, Evolution, and Fitness Parameters

To address localization uncertainty, we first identified three specific parameters in our system that were the most sensitive to localization uncertainty: the configured look-ahead distance within the pure pursuit module, as well as the output linear and angular velocity commands. We developed a novel uncertainty adaptation module that could adjust the look-ahead distance and velocity commands in real time based on the estimated uncertainty into the two-stage control algorithm explained above. As shown in Figure 2, the uncertainty adaptation module reads in the current localization uncertainty, and uses it to adjust system parameters in real time. Without the uncertainty adaptation module, the direct output of the pure pursuit module is used as the input of the twist controller, with the look-ahead distance remaining fixed. With the module in place, the localization uncertainty as computed by the localization subsystem is used to adjust the look-ahead distance and reduce the commanded linear and angular velocities as localization uncertainty increases.

![Software flow diagram showing Uncertainty Adapter node adjusting data and parameters across multiple controller subsystems. Thick lines indicate flows that are active when the Uncertainty Adapter module is enabled, and dashed lines indicate flows that are active when the Uncertainty Adapter module is disabled.](image)

The specific equations we developed for adapting system parameters are based on a Rectified Linear Unit (ReLU) activation function, and was partially inspired by formulations of non-linear activation in the field of machine learning [28][29]. The model function appears in Equation 1. The function takes in a nominal parameter value, $x$, and an uncertainty measure, $\sigma_x$, and outputs an adjusted parameter value, $\hat{x}$. This function in its basic form has two parameters that are fixed: the weight, or slope, of the activation function, $W_z$; and the offset, or minimum activation level, $O_z$. The equation can also be clamped between certain values if necessary, shown as $x_{\text{min}}$ and $x_{\text{max}}$. Equation 1 can be modified for multiple types of parameters and data on a variety of robot platforms.

$$\hat{x} = \text{clamp}(x_{\text{min}}, x_{\text{max}})(x \times (1 - W_z) \times \text{relu}(\sigma_x - O_x))$$  \hspace{1cm} (1)

Given our identification earlier of the three target parameters (look-ahead distance $L$, output linear velocity command $V_l$, and output angular velocity command $V_\theta$), we implemented three equations, which appear as Equations 2, 3, and 4. Each of the twist adaptation equations require the weight and offset parameters to be determined. The look-ahead equation by contrast has five parameters; in addition to the weight and offset parameters, the minimum, maximum, and base look-ahead parameters must be determined. Importantly, the weight for the look-ahead is scaled such that it can take positive or negative values, and the EA is restricted to choosing base, minimum, and maximum look-ahead distances between 0.5 and 10 meters. Combined, the three equations yield nine parameters (a.k.a. genes) that are subject to evolution using the EA; these are listed in Table I.

$$\hat{L} = \text{clamp}(L_{\text{min}}, L_{\text{max}})(L \times (1 - W_l) \times \text{relu}(|\Sigma|_F - O_l))$$  \hspace{1cm} (2)

$$\hat{V}_l = \text{clamp}(0, V_l)(V_l \times (1 - W_l) \times \text{relu}(|\Sigma|_F - O_{V_l}))$$  \hspace{1cm} (3)

$$\hat{V}_\theta = \text{clamp}(0, V_\theta)(V_\theta \times (1 - W_\theta) \times \text{relu}(|\Sigma|_F - O_{V_\theta}))$$  \hspace{1cm} (4)

Our objective is to employ a measure of the localization uncertainty to adapt the values of the linear velocity, angular velocity, and look-ahead distance in real time. Here, we employed the Frobenius norm $||\Sigma||_F$ of the localization covariance matrix $\Sigma$ as a measure of uncertainty that guides our adaptation framework. It is possible that other, potentially more-complex, measures of uncertainty might be more effective in this optimization problem. This particular aspect of our work is left for further investigation.

### TABLE I

<table>
<thead>
<tr>
<th>Equation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_z$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$W_l$</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>$O_z$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$O_l$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$L_{\text{min}}$</td>
<td>3</td>
<td>0.5</td>
</tr>
<tr>
<td>$L_{\text{max}}$</td>
<td>3</td>
<td>$L_{\text{min}}$</td>
</tr>
<tr>
<td>$W_l$</td>
<td>3</td>
<td>-5</td>
</tr>
<tr>
<td>$O_l$</td>
<td>3</td>
<td>0</td>
</tr>
</tbody>
</table>
The fitness function we used for our EA takes the average cross-track error, \( e_{avg} \), and distance along the path \( d \) the adapted system is able to travel and calculates a fitness using Function 5:

\[
f(d, e_{avg}) = d \times \frac{npdf(e_{avg}, 0.25)}{npdf(0, 0.25)}
\]

where \( npdf(a, \sigma) \) is the value of the probability distribution function (pdf) for a zero-centered Gaussian pdf with standard deviation \( \sigma \) evaluated at \( a \). We used the Gaussian pdf to calculate the fitness components from the cross-track error in order to ensure the function was smooth and to minimize the penalty for small amounts of cross-track error. The EA was configured with a population size of 50 evolved over the course of 25 generations. Genes were randomly uniformly initialized subject to a 7.5% mutation rate and a 5% crossover rate. We executed the EA 5 times with different random number generator seeds in order to capture potential variation in optimal sets of parameters.

C. Paths

A simulated path is generated as a semi-random set of straight paths and curves, each segment of which has equal length. Segments are allowed to turn left if the previous segment is heading in the positive X direction or the negative Y direction, or right if the previous segment is heading in the positive X direction or the positive Y direction. These turning restrictions prevent the path from turning in on itself and guarantees that the robot cannot skip segments without incurring a significant cross-track error, which can be detected by an evaluation module. For this initial study, we kept the path fixed; this path is shown in Figure 3. Future work will vary the path once per EA run, and later may vary per generation to further challenge population members.

D. Simulating Odometry and Uncertainty

To reduce the computational complexity of the simulation, we developed a simplified approximation of an INS that uses the simulated robot’s ground truth position and orientation, and adds a time-dependent amount of Gaussian noise to the ground truth X and Y positions and the platform orientation.

The table below shows the results of the EA runs:

<table>
<thead>
<tr>
<th>Run</th>
<th>Fitness</th>
<th>Distance</th>
<th>Avg. Cross-Track Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>71.302</td>
<td>112.5m</td>
<td>0.152m</td>
</tr>
<tr>
<td>2</td>
<td>60.392</td>
<td>85.25m</td>
<td>0.141m</td>
</tr>
<tr>
<td>3</td>
<td>62.655</td>
<td>112.25m</td>
<td>0.196m</td>
</tr>
<tr>
<td>4</td>
<td>71.704</td>
<td>88.2m</td>
<td>0.220m</td>
</tr>
<tr>
<td>5</td>
<td>69.367</td>
<td>80.2m</td>
<td>0.266m</td>
</tr>
<tr>
<td>Baseline</td>
<td>4.641</td>
<td>14.8m</td>
<td>0.380m</td>
</tr>
</tbody>
</table>

The noisy position is then reported to the simulated platform along with an uncertainty estimate, represented as a 3x3 Gaussian covariance matrix, based on the amount of time-dependent noise added to the simulation. We model uncertainty this way, as it is possible to obtain similar types of uncertainty estimates with a Kalman-based filter, such as an open-source software implementation developed by Moore and Stouch for ROS [30]. While localization uncertainty may not necessarily be Gaussian outside of simulations, the performance of Gaussian-based localization filters is sufficient to achieve centimeter-level accuracy using low-cost sensors [31]. Future work may involve more challenging assumptions about the noise model for localization uncertainty.

E. Simulation Monitoring

During the evaluation of each population member in the EA, the simulation monitors and records average cross-track error and distance for fitness evaluation. To reduce the time spent simulating invalid or unsuitable genomes, the maximum cross-track error is monitored, and if it exceeds 2.5 meters, the simulation ends. Once the the simulation reaches 240 simulated seconds, the simulation ends.

IV. RESULTS OF EVOLUTIONARY SEARCH

A. Path Following Performance

The evolutionary runs discovered several sets of parameters that were able to successfully adapt the system to periods of high localization uncertainty. As shown in Table II, the top genome, which came from run 1, was able to follow 112.5 meters of the path in 240 simulated seconds, with an average cross-track error of 0.152 meters. By contrast, a simulated non-adapted system with fixed look-ahead distance of 2.65m and deterministic forward and angular commands was unable to follow the path for the full 240 seconds, instead exceeding the 250cm threshold during a period of high localization error. The specific parameters varied between different genomes; some genomes chose a positive weight for the \( W_L \) parameter, while others chose a negative weight, corresponding to an increase and decrease in look-ahead distance, respectively, as localization uncertainty increases. Figure 4 shows an example of the improvement in path following behavior. Figure 5 reveals that the EA-derived parameters causes the system to reduce the output forward and angular velocity commands even when uncertainty was
low. The introduction of the non-linear ReLU function as the basis for our adaptation functions eliminated the steady-state forward and linear velocity errors. In addition, the offset values determined by the EA serve as a threshold that can measure how sensitive each parameter is to localization error.

B. Evaluation of Fitness Function Effectiveness

Figure 6 plots the average and maximum fitness for one of the evolutionary runs, demonstrating the objective improvement of the fitness. Based on this result as well those in Table II., we conclude that the fitness function effectively guided the EA toward a suitable set of adaptation parameters that reduced the platform’s average cross-track error as the uncertainty increased and decreased throughout the simulations. Despite the fitness function not factoring in maximum cross-track error, the adapted systems’ maximum cross-track error stayed well below the 250 centimeter threshold. EAs that incorporate multi-objective optimization could be explored in the future to determine if a trade-off exists between average and maximum cross-track error for our application.

V. VALIDATION ON PHYSICAL ROBOT

To validate that a controller with evolved adaptation parameters performed adequately on a physical robot, we tested path following on the EvoRally platform at the MSU Spartan Mobility Village, a 330-acre space with natural areas as well as winding and intersecting streets. The vehicle was configured to utilize a graph-based localization filter as an input to the controller to smooth localization results. The GNSS-derived position covariance matrix was used as the input to the adaptation module, with differential GNSS measurements obtained in real time from the Michigan Department of Transportation’s Continuously Operating Reference Station (CORS) network. A course was defined using a series of GNSS waypoints that roughly formed a square in a parking lot, as shown in Figure 7. The location of each waypoint was surveyed with RTK GNSS using an RTK fix solution for accuracy; tape was laid out on the path for our benefit, but was not used by EvoRally’s cameras for path following.

During testing, the GNSS solution provided by the platform’s GNSS receiver fluctuated between RTK fix, RTK float, and Single-Point Positioning (SPP). RTK Fix has the smallest covariance, and SPP has the largest. These conditions provided us an opportunity to evaluate the robot’s performance under dynamic localization conditions, without the need to introduce artificial noise.

When the adaptation module was not activated and the GNSS solution was other than RTK fix, the vehicle deviated significantly from the path, often requiring us to perform a manual takeover of the vehicle in order to avoid an accident. When the adaptation module was activated, the platform automatically stopped if the localization solution was SPP, would drive at full or near-full speed with a short look-ahead distance when the solution was RTK fix, and would drive at slower speeds with a longer look-ahead distance when the solution was RTK float, as shown in Figure 8. In summary, our localization adaptation module was able to successfully adapt to actual, changing GNSS fix qualities, without our having explicitly programmed this behavior in
Fig. 6. Average and Maximum fitness scores achieved over the course of the EA for Run 1.

Fig. 7. Photo of course with approximate positions of GNSS waypoints marked in white tape.

response to changes in GNSS fix type. Despite the difference in the simulated versus actual paths, the adaptation module performed well, which suggests that the reality gap may be small.

VI. CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we investigated the application of evolutionary search to the problem of adaptation in the presence of localization uncertainty, developed a set of non-linear adaptation equations to modify system parameters and outputs in response to localization uncertainty, and optimized the parameters using an EA. These techniques improved the path following performance of a simulated ground vehicle robot and were successfully applied to the corresponding physical platform, the MSU EvoRally vehicle. The use of non-linear activation functions to adapt robots for localization uncertainty, as well as the use of an EA to evaluate and adapt robot platforms for localization uncertainty, may have application to other robot platforms that rely on highly accurate localization results for path planning purposes.

This work can be extended in several ways. First, since GNSS uncertainty is often location-dependent, with higher lateral uncertainties occurring in natural or urban canyons, we plan to integrate into our simulator more realistic models of GNSS noise as well as location-dependent noise. Second, we plan to combine Evo-ROS with novelty search, as in [23], to create challenging scenarios that drive evolution. Such an approach would generate a series of tests that vary the path and the time-based and location-based uncertainty; evolving against these scenarios would likely produce a more robust solution. Parameters chosen might include specific path sequences as well as points on the map where localization uncertainty is increased. Third, since localization uncertainty affects obstacle avoidance, future testing will include obstacles and additional adaptation parameters related to obstacle avoidance. Finally, we also plan to evolve parameters for other types of ground vehicle robot platforms such as full-scale automated vehicles.
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