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<thead>
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\[
\begin{array}{c}
0 & \square \\
1 & \square \\
2 & \square \\
3 & \square \\
4 & 11 \\
5 & \square \\
6 & \square \\
\end{array}
\]
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- An example: suppose the stream of numbers are 11, 32, 53, ....
- Hash function: \( h(x,i) = (x + i \times (x \mod 3)) \mod 7 \).

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>11</td>
<td></td>
<td>32</td>
</tr>
</tbody>
</table>
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Hash function: \( h(x,i) = (x + i \times (x \mod 3)) \mod 7 \).
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