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- Sort a set of given numbers, or search a number:
  - We can use *Insertion Sort, Merge Sort, Heap Sort, ...* in $\theta(n \log n)$ time.
  - Then, we can use binary search in $\theta(\log n)$ time after sorting.
  - But, before running the algorithms, we require that all the numbers have been already recorded in the memory.

- However, in many scenarios:
  - Airport: we always have new arrival/departure flights.
  - Amazon: we always have new online orders and need to schedule the delivery dates.
  - So, we need *dynamic data structure* to augment and store the data in an efficient way.
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**Binary Search Tree (BST)**: solve this problem to certain extent, but not perfectly.
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**BST:** A binary tree.

- Each node $x$;
- Key value $\text{key}(x)$;
- Pointers $\text{Left}(x)$, $\text{right}(x)$, and $\text{parent}(x)$;
- For each node $x$, the key values in its left sub-tree $\leq \text{key}(x) \leq$ the key values in its right sub-tree.
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- Search time is $O(\text{height})$, which could be as large as $O(n)$.
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1. Run the simple BST to insert a new node.
2. Start from the lowest unbalanced node up to the highest unbalanced node, do one of LR, RR, RRLR, and LRRR.

Run time: $O(\log n)$. 