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- Amazon: we always have new online orders and need to schedule the delivery dates.
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**Heap:** costly for searching, too.

**Binary Search Tree (BST):** solve this problem to certain extent, but not perfectly.
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- **BST**: A binary tree.
  - Each node $x$;
  - Key value $key(x)$;
  - Pointers $Left(x)$, $right(x)$, and $parent(x)$;
  - For each node $x$, the key values in its left sub-tree $\leq key(x) \leq$ the key values in its right sub-tree.
Binary Search Tree (BST)

- An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
Binary Search Tree (BST)

- An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
Binary Search Tree (BST)

- An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
Binary Search Tree (BST)

- An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
Binary Search Tree (BST)

- An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ...
Binary Search Tree (BST)

- An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ......
An example: suppose the stream of numbers are 6, 3, 7, 8, 11, 2, 4, 9, ....

Search time is $O(\text{height})$, which could be as large as $O(n)$.
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A BST is balanced if height=$\Theta(\log n)$.

AVL-Tree: for each node, the difference between the heights of its left and right sub-trees is at most 1, invented by Georgy Adelson-Velsky and Evgenii Landis.

Let $h$ is the height, $#(h)$ is the minimum number of nodes in an AVL-Tree with height $h$;

$$#(h) \geq #(h-1) + #(h-2) + 1$$

$$\Rightarrow #(h) > 2h/2$$

$$\Rightarrow h = O(\log #(h))$$.
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- Maintain AVL-Tree each time inserting a new number:
  1. Run the simple BST to insert a new node.
  2. Start from the lowest unbalanced node up to the highest unbalanced node, do one of LR, RR, RRLR, and LRRR.

- Run time: $O(\log n)$. 