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Abstract

Software architectures can play a role in improving the testing process of complex systems. In particular, descriptions of the software architecture can be useful to drive integration testing, since they supply information about how the software is structured in parts and how those parts (are expected to) interact. We propose to use formal architectural descriptions to model the “interesting” behaviour of the system. This model is at a right level of abstraction to be used as a formal base on which integration test strategies can be devised. Starting from a formal description of the software architecture (given in the CHAM formalism), we first derive a graph of all the possible behaviours of the system in terms of the interactions between its components. This graph contains altogether the information we need for the planning of integration testing. On this comprehensive model, we then identify a suitable set of reduced graphs, each highlighting specific architectural properties of the system. These reduced graphs can be used for the generation of integration tests according to a coverage strategy, analogously to what happens with the control and data flow graphs in unit testing.

1. Introduction

The testing of large and complex systems is a highly difficult and expensive activity whose importance in software development and maintenance cannot be underestimated.

In the system testing stage, we check the overall behaviour of the system against the functional and the performance requirements. System test is the final validation step, and is performed once the whole system is developed. Before it, as design and coding proceed, we test the system in pieces, according to a defined integration test strategy. The objective of a systematic test strategy during development is to detect design failures as early as possible so to arrive at the system test phase with a mature, well functioning system.

Therefore, the individual modules are first tested in isolation, generally by the same developers, in order to early find defects in their implementations. This is the unit test stage. Many white-box and black-box methods now exist for the selection of unit tests [1, 2].

Knowing that the single modules work well in isolation is not enough. Then, we want to test the interactions between them: we merge modules into progressively larger subsystems and select tests to detect possible problems in their interfaces and communications. In this process, there are two key considerations [12]: how to select an effective set of test cases, and how to progressively combine modules in subsystems. In the literature (e.g., [12]), integration testing is mostly addressed with reference to this second issue. Systematic application of top-down, bottom-up, and several other mixed strategies is traditionally recommended, as opposed to chaotic, all-at-once, big-bang testing. However, such strategies merely rely on the call structure of the system, i.e., which module calls which other. The description used to specify this call structure is pictorial and quite informal: modules are represented by square boxes, and edges between them represent call relationships. Moreover, only the statical aspects of the interactions between modules are considered.

In recent years, the organization of software systems in major design components and the interactions between these components have attracted considerable attention within the software engineering community. A considerable body of work already exists, forming the emerging research field of Software Architectures [8, 7, 19, 17]. The software architecture (SA) of a large complex system supplies information about how the software is structured in parts (components of the architecture) and how those parts interact (connectors of the architecture). SAs exhibit both static and dynamic features, have to be described at a high level of abstraction, and must be comprehensible to a variety of users with different educational background. As the complexity of software systems increases, the importance of SAs becomes evident for the analysis, design and construction of the overall system.
Our specific interest in the SA discipline here is in the test and analysis of SAs. In this area, several key challenges face researchers [18], including:

1) how does one test if a design and implementation comply with the SA?
2) how does one specify a SA such that one or more properties can “easily” be tested or analysed?

We claim that addressing such issues amounts exactly at looking for ways to improve currently ad-hoc integration test strategies. In other words, we intend to investigate how integration testing can be planned and controlled based on the SA [3]. A SA description (SAD) provides a model at a right level of abstraction to be used as a formal base on which integration testing strategies can be devised. Indeed, since a SA provides an explicit description of both the static and the dynamic properties of a system, we claim that SADs constitute an important, if not essential, support towards making integration testing a more systematic and automatable process.

We further discuss the possible approaches to and the advantages of architecture-based software testing in the next section. In Section 3 we then present a method we are currently working on to derive and control integration tests. Starting from a formal description of the SA, we first derive a state transition graph of all the possible behaviours of the system in terms of the interactions between the components. This graph contains altogether the information we need for the planning of integration testing. On this comprehensive model, we then identify a suitable set of reduced graphs; each subgraph highlights specific architectural properties of the system. Our proposal is to base a formal integration test method on these reduced graphs, analogously to how unit test methods rely on the control and data flow graphs. The graph we derive from the SAD is a finite state automaton. The use of such models as a base for deriving and designing test cases was suggested nearly 20 years ago [5]. However, the problem is clearly to manage the explosion of states in the description of large, complex systems. We believe that SAs can today help to control this problem, because they describe the system structure at an appropriate level of abstraction, discriminating among details that have to be included in the description and those that have to be excluded.

Our description of SAs is based on the Chemical Abstract Machine (CHAM) formalism, introduced in [9] and briefly summarised here in Section 3.1. Finally, we draw our conclusions and outline future work in Section 4.

2. Architecture-based integration testing

Traditionally, the testing of large software systems proceeds in subsequent steps, namely unit, integration and system test, which correspond in bottom up order to the code, design and specification stages of the development part of the life-cycle (proceeding conversely in top-down fashion). This approach, descending directly from the functional decomposition principle, allows testers to master the inherent complexity of the task, by subdividing the testing activity into smaller, more manageable pieces, and also enforces a rigorous, disciplined procedure. However, in this approach, formalising and automating the integration test stage is difficult, because the selection of the test cases for the subsystems and the order in which the components are incrementally combined is entirely dependent on the adopted system functional decomposition, which is normally devised ad hoc.

Moreover, the traditional approaches of picking the components in top-down order, or bottom up, or their combinations, stress structure over behavior. In fact, it is explicitly stated that the goal of integration testing is to check the compatibility between component interfaces. However, software components naturally embody assumptions about both the structure and the behavior of the contexts in which they are integrated. Besides conflicts between the information of static type present in the interfaces, when components are put to work together conflicts can also arise in their dynamic interaction [6]. Conventional integration testing, by stressing the structural aspects of the decomposition, is not well suited to uncovering the latter.

Our current research activity is directed to address the issues of integration testing by using the SAD of a system as the primary reference. Indeed, SAs provide a formal and explicit description of both the static and the dynamic properties of a system, as composed by components and connectors.

We claim that this description can be used by the tester to identify an incremental testing plan of the system. A method we are working on for doing this is presented in the next section. Essentially, the approach would belong to the black box techniques of state transition testing, i.e., the system specification is modeled by an automaton, and the generation of test cases is aimed at covering the area (i.e., the transitions) and the nodes (i.e., the states) of it. One test case corresponds to a sequence of one or more transitions between states, yielding more or less stringent coverage measures.

The advantages of using the SAD to derive the automaton for state transition testing are evident: first, we have a formal description (in our case a CHAM, described in the next section) and from it the automaton can be automatically derived; second, the SA is at a high level of abstraction, thus the number of states in the automaton can be kept manageable; third, we can trace changes in the SA to the corresponding modifications in the automaton, allowing for the testing of new systems obtained after insertion or modification of a component.
Moreover, architectures could specify information also about extra-functional properties of components and connectors. Therefore it should be possible to exploit the architecture specification to test also for extra-functional requirements. So far this has been done for structural and topological requirements [10]. We aim at identifying and incorporating in the test process other objective, quantitative criteria for evaluating the effectiveness of the test cases.

2.1. Architectural test patterns

However, the most appealing issue of using SADs for integration testing has yet to be said. An important direction of research in SAs is to identify a taxonomy of representative, broadly-used architectural patterns, or styles: SADs that characterize families of systems, e.g. [17], pipes and filters, object-oriented systems, layered systems, and so on. The idea is that the components and the connectors for a specific style are selected by the software architect from a restricted (to the style) set, and that the ways in which those components and connectors can be combined are constrained by the adopted architectural style.

Designing by "standardized" patterns would have a positive impact for testing, as well. We expect that the complexity of the testing task would be highly reduced because restricted to the style.

Our long term research goal is thus to define (a schema of) an integration test plan for classes of systems that share the same patterns in the way components are structured and interact. Similarly and in combination to architectural design patterns, this would lead to the derivation of architectural test patterns.

3. A formal strategy to integration testing

In this section we describe the method we are currently working on to drive and plan integration testing. Our method is based on the CHAM description of a software architecture, briefly described below.

3.1. CHAM descriptions of software architectures

In the following we briefly summarize the most relevant concepts the CHAM model is based on (see [9] for further details).

A Chemical Abstract Machine is specified by defining molecules \( m, m', \ldots \) as terms of a syntactic algebra that derive from a set of constants and a set of operations and solutions \( S, S', \ldots \) of molecules. Molecules constitute the basic elements of a CHAM, while solutions are multisets of molecules interpreted as defining the states of a CHAM. A CHAM specification contains transformation rules \( T, T', \ldots \) that define a transformation relation \( S \rightarrow S' \) dictating the way solutions can evolve (i.e., states can change) in the CHAM.

The transformation rules can be of two kinds: (four) general laws that are valid for all CHAMs and specific rules that depend on the particular CHAM being specified.

At any given point, a CHAM can apply as many rules as possible to a solution, provided that their premises do not conflict—that is, no molecule is involved in more than one rule. In this way it is possible to model parallel behaviors by performing parallel transformations. When more than one rule can apply to the same molecule or set of molecules then we have nondeterminism, in which case the CHAM makes a nondeterministic choice as to which transformation to perform.

A CHAM description of a software architecture consists of a syntactic description of the static components of the architecture (the molecules), a solution representing the initial state of the architecture, and of a set of reaction rules, beside the general ones, which describe how the system dynamically evolves through reaction steps.

The syntactic description of the components is given by an algebra of molecules. Following Perry and Wolf [15], we distinguish three classes of components: data elements, processing elements, and connecting elements. The processing elements are those components that perform the transformations on the data elements, while the data elements are those that contain the information that is used and transformed. The connecting elements are the "glue" that holds the different pieces of the architecture together. For example, the elements involved in effecting communication among components are considered connecting elements. This classification is reflected in the syntax, as appropriate.

The initial solution is a subset of all possible molecules that can be constructed using the syntax. It corresponds to the initial, static configuration of the system. Transformation rules applied to the initial solution define how the system dynamically evolves from its initial configuration.

The CHAM formalism allows for two, quite different analysis techniques which permit to analyze and verify various properties of the system under specification. On the one hand, we can exploit the algebraic and equational nature of CHAM. On the other hand, we can take advantage of its operational flavor to derive transition systems from the specification and then reason at the transition-system level. Here, we are specifically interested in using the transition system for the derivation of a state transition coverage strategy, suitable for incremental testing, as described in Section 3.3.

3.2. The example

We illustrate the method by means of a simple example, the sequential compiler taken from [9] (see Figure 1).
The syntax $\Sigma_{seq}$ of molecules $M$ in the sequential architecture is:

$$M ::= P \ | \ C \ | \ M \circ M$$

$$P ::= \text{text} \ | \ \text{lexer} \ | \ \text{parser} \ | \ \text{semmantor} \ | \ \text{optimizer} \ | \ \text{generator}$$

$$D ::= \text{char} \ | \ \text{tok} \ | \ \text{phr} \ | \ \text{cophr} \ | \ \text{obj}$$

$$C ::= i(D) \ | \ o(D)$$

where $P$ is the set of processing elements, $D$ is a set of constants representing the data elements and $C$ is the set of connecting elements of the compiler. In this case, the connecting elements consist of two operations, $i$ and $o$, acting on the data elements and representing the communication ports, input and output respectively. At the molecules level, we also introduce an infix operator "o" that we use to express the status of a processing element with respect to its input/output behavior. For example, the molecule $i(\text{tok}) \circ o(\text{phr}) \circ \text{parser}$ represents the parser in the state in which it can consume tokens as input and then go in a state in which it can produce phrases as output. As we said in the previous section, a state change is achieved by applying suitable reaction rules.

We take as the set of syntactic elements the initial algebra in the class of all the $\Sigma_{seq}$ algebras.

The next step is to define an initial solution $S_1$. This solution is a subset of all possible molecules that can be constructed under $\Sigma_{seq}$ and corresponds to the initial, static configuration of a system conforming to the architecture. Transformation rules applied to the solution define how the system dynamically evolves from its initial configuration.

$$S_1 = \text{text} \circ o(\text{char}),$$

$$i(\text{char}) \circ o(\text{tok}) \circ \text{lexcer},$$

$$i(\text{tok}) \circ o(\text{phr}) \circ \text{parser},$$

$$i(\text{phr}) \circ o(\text{cophr}) \circ \text{semmantor},$$

$$i(\text{cophr}) \circ o(\text{cophr}) \circ \text{optimizer},$$

$$i(\text{cophr}) \circ o(\text{obj}) \circ \text{generator}$$

The final step is to define three simple transformation rules.

$$T_1 \equiv \text{text} \circ o(\text{char}) \longrightarrow o(\text{char}) \circ \text{text}$$

$$T_2 \equiv i(d) \circ o(d) \circ m_1 \longrightarrow m_1 \circ i(d), m_2 \circ o(d)$$

$$T_3 \equiv o(\text{obj}) \circ \text{generator} \circ i(\text{cophr}) \longrightarrow$$

$$i(\text{char}) \circ o(\text{tok}) \circ \text{lexcer},$$

$$i(\text{tok}) \circ o(\text{phr}) \circ \text{parser},$$

$$i(\text{phr}) \circ o(\text{cophr}) \circ \text{semmantor},$$

$$i(\text{cophr}) \circ o(\text{cophr}) \circ \text{optimizer},$$

$$i(\text{cophr}) \circ o(\text{obj}) \circ \text{generator}$$

where $m_1, m_2 \in M$ and $d \in D$. The first rule makes source text available for compiling. The second rule is a reaction rule that describes pairwise input/output communication between processing elements. In particular, communication occurs if there is a processing element $m_1$ that consumes input $d$ produced as output by some other processing element $m_2$. Completion of the communication—that is, the result of the transformation—is indicated by a rewriting of the molecule such that the data port is moved to the rightmost position of the molecule. The third transformation rule restores the processing elements to their initial states after the code generator has completed its task and offered object code as output. This allows the system to begin processing a new source text.

As already said, from this description we can derive a transition system. Basically, we use the usual approach of deriving the transition system from the operational semantics [13] by considering that our reaction rules are indeed the operational semantic rules. This derivation process can be automated and indeed we have a tool which takes as input a CHAM description [16] and generates a transition system. The transition graph for the sequential multiphase compiler is given in Fig. 2.

Note that, due to the concurrent nature of the CHAM formalism, in the graph there are also arcs that represent the concurrent application on the same solution of more than one reaction rule. Note also that transition graphs are labelled on arcs with the labels of the reaction rules whose application has determined the transition. This piece of information will be used when reducing the complete graph with respect to specific views. Actually we keep also the information associated to nodes, that is the solutions, since this is useful in the generation of a particular kind of subgraph as detailed in the next section.

### 3.3. The method

The incremental test method we propose is based on the derivation of suitable subgraphs of the CHAM-derived transition graph. These subgraphs represent specific views
of the system behaviours. The idea is to use these views as a base for the definition of coverage criteria and testing strategies.

The methodology is to derive a specific subgraph by selecting an appropriate criterion. For example one criterion could be to take all the derivations containing the application of a given rule. Then the subgraph thus obtained has to be completed with respect to the complete one, in order to obtain a connected subgraph. In this way all the subgraphs that we define are connected subgraphs of the original transition system.

So far we have defined some criteria, according to which different subgraphs are obtained. The idea is that for each subgraph one derives a test plan including enough test sequences to cover all the transitions in these subgraphs. Clearly, one may want to test more different subgraphs, that is the SA is tested according to different criteria. For a complete theory with the description of the algorithms to derive the subgraphs see [16, 14, 4].

In the following we only show and discuss the concurrent-reduced graph (see Fig. 3), the input reduced graph (Fig. 4) and the regression-reduced graph (Fig. 5) with respect to the Lexer component of the sequential multiphase compiler.

**Concurrent-reduced graph:** This graph is obtained according to the following rule: if more paths reach the same state, starting from a given node, and one among them is a concurrent arc, only this one is kept. The rational under this view of the system is that of providing a sort of minimal set of the complete behaviours that have to be considered. In fact, we have selected the concurrent arcs and deleted the (interleaving) ones since whatever scheduling policy the system implementation will adopt, it will certainly have to consider at least this subgraph. Looking at the picture note that the only concurrent arc that is kept is the one connecting $S_i$ to $S_s$. All the other concurrent arcs do not appear in the concurrent graph since they originate from node $S_i$, which is only reachable through the interleaving arc labelled $T_1$ leaving from $S_2$ and that is deleted when keeping the concurrent arc from $S_2$ to $S_s$.

**Input-reduced graph:** The input-reduced graph considers all the paths that can be reached when a finite input is given, i.e., we consider the behaviour of the system when a finite input from the external world is provided. In our example the external input is represented by the Text. Figure 4 represents the input-reduced graph for only one input. It means that we are tracing all the possible computations in the graph that had origin by a single application of the rule which provides the input, in this case $T_1$. The same process can be applied by considering 2 or more applications of rule $T_1$, thus obtaining larger and larger graphs. This process can be iterated until the complete graph is obtained. The number of inputs (occurrences of the input rules) considered in the last iteration represent the maximum amount of concurrent input that can be managed by the system. In a certain sense this subgraph allows for a stress testing strategy.

**Regression-reduced graph:** It considers only that portion of the complete graph dealing with the behaviour of a finite number of processes, e.g., just one. The regression-reduced graph highlights only that portion of the graph which describes the behaviour of the system with specific reference to a given component. In Fig. 5 this is shown with respect to the Lexer component. The algorithm that generates this graph not only uses the information associated to arcs but also uses the information associated to nodes, that is the solutions. It is in fact necessary to analyze all the solutions in order to identify all the states that involve the considered components. This kind of graph can provide a useful base for the definition of regression testing strategies.

Having derived these and possibly other reduced graphs, we have then to select test cases covering them according to a selected coverage criterion. Similarly to control flow and data flow coverage for unit testing, more or less stringent coverage criteria could be adopted here to derive sequences of states covering adequately these subgraphs. In [5], for instance, several transition coverage criteria, and their respective efficacies, are discussed.

The outlined approach of deriving several subgraphs from the complete automaton, according to different reduction criteria, and then selecting tests for each of them is aimed from one hand at controlling the inherent complexity of the state transition graph of a large system. On the other hand, we thus provide a formal and explicit way to test a system according to different criteria. In fact, it is now accepted that there is no test strategy that is optimal, but rather a suitable combination of more, different test strategies should be followed. This is reflected in our method in the derivation of different subgraphs: coverage of each corresponds to satisfaction of a different test strategy.

Finally, we believe that by our approach we can find a practical, and rigorous solution to the problem of testing a system made of re-used, or standardised, components. The method we intend to pursue is that above outlined of the regression-reduced graph. From the SA transition graph we derive the subgraph of interest for testing the system after the insertion of a component taken for instance from a library.

4. Conclusions and future research

We are working at developing a rigorous, automatable method for the integration testing of complex systems, based on the formal description of the software architecture. The key idea of this method is that, starting from the transition system of the SA automatically derived from its formal specification (here in CHAM), we derive one or more reduced subgraphs, each providing a partial view of the SA, suitable for the testing of specific aspects of the system behaviour.
On these subgraphs we then derive a set of test sequences aimed at covering the state transitions.

In this paper we have only provided a preliminary outlook of the method. However, we believe that this is enough to show that the method and the tools we intend to exploit are sound and promising.

Future work will be to refine the method and to verify its validity on realistic case studies. We also intend to investigate the feasibility of generalising the method presented in [11] to the coverage testing of the reduced transition graphs. That method has been defined for a family of coverage strategies of the data and control flows of a software unit and consists in identifying the minimum subset of coverage items which would guarantee the coverage of the whole set. This minimum set allows for the reduction and the estimation of the cost of testing. We intend to investigate a similar method for coverage testing at the level of the software architecture, i.e., for integration testing. This means that we first specify the test criteria to be satisfied by the tests with reference to our reduced subgraphs, and then we derive the minimum set of transitions to be exercised by the test of the system.

Our long term research objective is twofold:

1. provide a rigorous yet practicable procedure for the testing of large, complex systems. Starting from the formal specification of the SA, we intend to provide a well defined strategy which produces an efficacious test plan.

2. provide a set of architectural test patterns. We will consider some specific architectural styles and will systematically apply to them our method in order to derive patterns of integration test sets, which can then directly be instantiated by the testers to architectures belonging to the considered style.
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Figure 2. Transition graph for the sequential compiler.

Figure 3. Concurrent-reduced graph.
Figure 4. Input-reduced graph with respect to input rule $T_1$.

Figure 5. Regression-reduced graph.